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ADAPTATION TO LOWEST DENSITY REGIONS WITH APPLICATION TO SUPPORT RECOVERY
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Ruhr-Universität Bochum

In the context of pointwise density estimation, we introduce the notion of best possible individual minimax speed of convergence over Hölder classes \( P^d(\beta, L) \), leading to a new uniform risk criterion, weighted according to the inverse of this individual speed of convergence. While it bears similarities to the oracle approach, our concept keeps the classical notion of minimax optimality and is not restricted to a prespecified class of estimators. The individual speed of convergence is getting faster as the density approaches zero, being substantially faster than the classical minimax optimal rate. It splits into two regimes depending on the value of the density. An estimator \( \hat{p}_n \) tailored to the new risk criterion is constructed such that

\[
\sup_{p \in P^d(\beta, L)} \sup_{t \in \mathbb{R}^d} \mathbb{E} \left[ \frac{1}{\Psi_n(p(t), \beta, L)} \left| \hat{p}_n(t) - p(t) \right| \right]^r
\]

is bounded, uniformly over a range of parameters \((\beta, L)\). We prove that the new estimator uniformly improves the global minimax rate of convergence, adapts to the second regime, and finally that adaptation into the fastest regime is not possible in principle if the density’s regularity is unknown. Consequences on plug-in rules for support recovery based on the new estimator are worked out in detail. In contrast to those with classical density estimators, the plug-in rules based on the new construction are minimax-optimal, up to some logarithmic factor. As a by-product, we demonstrate that the rates on support estimation obtained in Cuevas and Fraiman (1997, Ann. Statist.) are always suboptimal in case of Hölder continuous densities.

1. Introduction. Adaptation in the classical context of nonparametric function estimation in Gaussian white noise has been extensively studied in the statistical literature. Since Nussbaum (1996) has established asymptotic equivalence in Le Cam’s sense for the nonparametric models of density estimation and Gaussian white noise, a rigorous framework is provided which allows to carry over specific statistical results established for the Gaussian white noise model to the model of density estimation, at least in dimension one. Density estimation is as one of the most fundamental problems in statistics subject to a variety of recent studies, see e.g., Efromovich (2008), Gach, Nickl and Spokoiny (2013), Lepski (2013), Birgé (2014) and Liu and Wong (2014). It has become clear that under the conditions for the asymptotic equivalence to hold, minimax rates of convergence in density estimation with respect to pointwise or mean integrated squared error loss coincide with
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the optimal convergence rates obtained in the context of nonparametric regression, and the procedures are typically identical on the level of ideas. A main requisite on the density for Nussbaum’s (1996) asymptotic equivalence is the assumption that it is compactly supported and uniformly bounded away from zero on its support. If this assumption is violated, the density estimation experiment may produce statistical features which do not have any analog in the regression context. For instance, minimax estimation of non-compactly supported densities under $L_p$-loss bears striking differences to the compact case, see Juditsky and Lambert-Lacroix (2004), Renaud-Bouret et al. (2011) and Goldenshluger and Lepski (2011, 2013). The minimax rates reflect an interplay of the regularity parameters and the parameter of the loss function, an effect which is caused by the tail behavior of the densities under consideration. In this article we recover such an exclusive effect even for compactly supported densities. It turns out that minimax estimation in regions where the density is small is possible with higher accuracy although fewer observations are available, leading to rates which can be substantially faster than $n^{-1/2}$. Even more, this accuracy can be achieved to a large extent without a priori knowledge of these regions by a kernel density estimator with an adaptively selected bandwidth. The crucial fact is that the optimal bandwidth for estimating a density at some fixed point depends not on the local smoothness only but even on the value of the density itself in a neighborhood of the point under consideration. Under prespecified local smoothness, Samworth and Wand (2010) tailor the choice of a bandwidth to the problem of estimation of highest density regions by a plug-in rule. They do not work in a minimax framework but derive appealing asymptotic properties of their bandwidth estimate, essentially under some kind of margin condition, as introduced by Polonik (1995). Goldenshluger and Lepski (2013) develop a bandwidth estimator via some kind of empirical risk minimization, and they prove a pointwise oracle inequality with a remainder term of the order $n^{-1/2}$ times the average of the density over the unit cube around the point under consideration. They deduce from it adaptive minimax rates of convergence with respect to the $L_p$-risk over anisotropic Nikol’skii classes for density estimation on $\mathbb{R}^d$. As concerns adaptation to lowest density regions such as the unknown support boundary, this oracle inequality is not sufficient as no faster rates than $n^{-1/2}$ can be deduced from it, and it is not clear whether these faster rates are attainable for their estimator in principal. Besides having the drawback that there is no notion of optimality judging about the adequateness of the estimator’s class, an equally severe problem of the oracle approach may be caused by the fact that the remainder term is uniform in the estimator’s class and thus a worst case remainder. The latter is responsible for the fact that our fast convergence rates cannot be deduced from the oracle inequality in Goldenshluger and Lepski (2013), the order for their remainder being unimprovable, however. To overcome both the drawback of the oracle approach and the drawback of the minimax approach of considering always the worst case within a functional class, a notion of minimax optimal individual speed of convergence within the class is defined in the present article. A new type of risk criterion with respect to pointwise loss weighted according to the inverse of this best possible individual speed of convergence is introduced. While it bears similarities to the or-
acle approach, our criterion keeps the notion of optimality over the functional class, disregarding any preferred class of estimators. We exemplarily study the density estimation framework, where this minimax optimal individual speed of convergence depends not only on the parameters of the functional class under consideration, but also explicitly on the density to be estimated itself. A bandwidth selection rule tailored to the new risk criterion is introduced which provably attains pointwise rates of convergence which can be substantially faster than $n^{-1/2}$. On this way, new lower risk bounds over anisotropic Hölder classes are established, which split into two regimes depending on the value of the density. We show that the new estimator uniformly improves the global minimax rate of convergence, adapts to the second regime, and finally that adaptation into the fastest regime is not possible in principal if the density’s regularity is unknown.

To demonstrate the great impact of the improved density estimator on plug-in properties of certain functionals of the density we exemplarily study the problem of density support recovery. In order to line up with the related results of Cuevas and Fraiman (1997) about plug-in rules for support estimation and Rigollet and Vert (2009) on minimax analysis of plug-in level-set estimators, we measure the performance of the plug-in support estimator with respect to the global measure of symmetric difference of sets under the margin condition (Polonik (1995), see also Mammen and Tsybakov (1999) and Tsybakov (2004)). In contrast to level set estimation however, plug-in rules for the support functional possess sub-optimal convergence rates when the classical kernel density estimator with minimax-optimal global bandwidth choice is used. At first glance, this makes the plug-in rule as a by-product of density estimation unfavorable. We derive optimal minimax rates for support recovery, which demonstrate that support recovery is possible with higher accuracy than level set estimation as already conjectured by Tsybakov (1997). We show finally that the performance of the plug-in support estimator resulting from our new density estimator turns out to be minimax-optimal up to a logarithmic factor.

To recapitulate the support estimation problem, let $X_1, \ldots, X_n$ be independent random variables, identically distributed according to some unknown probability measure on $\mathbb{R}^d$ with compactly supported continuous Lebesgue density $p$ and support

$$\Gamma_p := \left\{ x \in \mathbb{R}^d : p(x) > 0 \right\}.$$}

Here and subsequently, $\bar{A}$ denotes the topological closure of a set $A \subset \mathbb{R}^d$. The classical problem of density support estimation based on the sample $X_1, \ldots, X_n$ has quite a long history in the statistical literature. It is related to cluster analysis, pattern recognition, image recovery and anomaly detection and still enjoys a growing variety of applications. Korostelev and Tsybakov (1993) nicely present a detailed overview and point out important connections to econometrics. Both concerned with the two-dimensional case, Geffroy (1964) and Rényi and Sulanke (1963, 1964) are cited as pioneering reference most commonly, followed by further contributions of Chevalier (1976), Devroye and Wise (1980), Grenander (1981), Hall (1982), Tsybakov (1989, 1991, 1997), Cuevas (1990), Korostelev and Tsybakov (1995), Mammen and Tsybakov (1995), Hall, Nussbaum and Stern (1997), Cuevas
and Fraiman (1997), Klemelä (2004), and Biau, Cadre and Pelletier (2008) to mention just a few. The approaches proposed so far in the literature are related to several shape constraints and regularity assumptions on the support or the density, such as uniform distribution on \( \Gamma_p \), convexity or star-shapeness of \( \Gamma_p \), smoothness conditions on the boundary or on the shape function among many others. See for instance Groeneboom (1988), Härdle, Park and Tsybakov (1995), Mammen and Tsybakov (1995), Gayraud (1997), Cuevas and Fraiman (1997), Baillé, Cuevas and Justel (2000), Cuevas and Rodríguez-Casal (2004), Biau, Cadre, Mason and Pelletier (2009), Aaron (2013) and Brunel (2013) for some results on support estimation in the still growing literature. Recently, Cholaquidis, Cuevas and Fraiman (2014) introduced the so-called cone property as a generalized convexity property to the statistical literature and analyzed a support estimator tailored to this new condition.

But what can be done if we cannot impose such strong and restricting conditions on the support? Which approach is expedient if little is known about the support? Unlike support estimators that profit of these conditions, the plug-in approach is not motivated by any shape constraint. Cuevas and Fraiman (1997) were the first who studied plug-in estimators with off-set, i.e. estimators of the form

\[
\hat{\Gamma}_n = \left\{ x \in \mathbb{R}^d : \hat{p}_n(x) > \alpha_n \right\}
\]

for some density estimator \( \hat{p}_n \) and a sequence \( \alpha_n \searrow 0 \). They established consistency and upper bounds on the convergence rate under the sharpness or margin exponent condition and smoothness assumptions on the density \( p \) with respect to the pseudo-distance of symmetric difference of sets. Their results are not stated in a minimax framework, and optimality of their upper bounds has remained an open problem. As a by-product of our analysis, we demonstrate that the rates on support estimation obtained in Cuevas and Fraiman (1997) are always suboptimal in case of Hölder continuous densities.

The article is organized as follows. Section 2 introduces some basic notations. In Section 3 the notion of minimax optimal individual speed of convergence is introduced, new weighted lower pointwise risk bounds are derived for the density estimation framework, and an adaptive density estimator is proposed. Section 4 addresses the important problem of density support estimation as an example of a functional which benefits greatly from the new density estimator. Super-fast convergence rates at the boundary are deduced in Section 5. A discussion of the obtained results is given afterwards in Section 6 and the proofs are deferred to Section 7.

2. Preliminaries and notation. All our estimation procedures are based on a sample of \( n \) real-valued \( d \)-dimensional random vectors \( X_i = (X_{i,1}, \ldots, X_{i,d}) \), \( i = 1, \ldots, n \) (if not stated otherwise \( n \geq 2 \)), that are independent and identically distributed according to some unknown probability measure \( P \) on \( \mathbb{R}^d \) with continuous Lebesgue density \( p \). \( \mathbb{E}^p_{\otimes n} \) denotes the expectation with respect to the \( n \)-fold
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product measure $\mathbb{P}^\otimes n$. Let

\[ \hat{p}_{n,h}(t) = \frac{1}{n} \sum_{i=1}^{n} K_h(t - X_i), \]

denote the kernel density estimator with $d$-dimensional bandwidth $h = (h_1, \ldots, h_d)$ at point $t \in \mathbb{R}^d$, where

\[ K_h(x) := \prod_{i=1}^{d} h_i \left( \frac{x_i}{h_i} \right) \]

describes a rescaled kernel supported on $\prod_{i=1}^{d} [-h_i, h_i]$. The kernel function $K$ is assumed to be compactly supported on $[-1, 1]^d$ and to be of product structure, i.e. $K_h(x_1, \ldots, x_d) = \prod_{i=1}^{d} K_{i,h}(x_i)$. Its components $K_i$ are assumed to integrate to one and to be continuous on its support with $K_i(0) > 0$. If not stated otherwise, they are symmetric and non-negative, implying that the kernel is of first order.

Recall that $K$ is said to be of $k$th order, $k = (k_1, \ldots, k_d) \in \mathbb{N}^d$, if the functions $x \mapsto x_i^{k_i} K_i(x_i)$, $j_i \in \mathbb{N}$ with $1 \leq j_i \leq k_i$, $i = 1, \ldots, d$, satisfy

\[ \int x_i^{j_i} K_i(x_i) d\lambda(x_i) = 0, \]

where $\lambda^d$ denotes the Lebesgue measure on $\mathbb{R}^d$ throughout the article. The Lebesgue measure on $\mathbb{R}$ is denoted by $\lambda$. For any function $f : \mathbb{R}^d \to \mathbb{R}$ and $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ we define the univariate functions

\[ f_{i,x} : \mathbb{R} \to \mathbb{R} \]

\[ y \mapsto f(x_1, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_d). \]

(2.1)

and denote by $P_{y,l}^{(f_{i,x})}$ the Taylor polynomial

\[ P_{y,l}^{(f_{i,x})} \cdot := \sum_{k=0}^{l} f^{(k)}_{i,x}(y) \frac{(\cdot - y)^k}{k!} \]

of $f_{i,x}$ at the point $y \in \mathbb{R}$ of degree $l$ (whenever it exists). Let $\mathcal{H}_{d}(\beta, L)$ be the anisotropic Hölder class with regularity parameters $(\beta, L)$, i.e. any function $f$ belonging to this class fulfills for all $y, y' \in \mathbb{R}$ the inequality

\[ \sup_{x \in \mathbb{R}^d} |f_{i,x}(y) - f_{i,x}(y')| \leq L |y - y'|^{\beta_i} \]

for those $i \in \{1, \ldots, d\}$ with $\beta_i \leq 1$, and in case $\beta_i > 1$ admits derivates with respect to its $i$-th coordinate up to the order $[\beta_i] := \max \{ n \in \mathbb{N} : n < \beta_i \}$, such that the approximation by the Taylor polynomial satisfies

\[ \sup_{x \in \mathbb{R}^d} \left| f_{i,x}(y) - P_{y',[\beta_i]}^{(f_{i,x})}(y') \right| \leq L |y - y'|^{\beta_i} \quad \text{for all } y, y' \in \mathbb{R}. \]
For adaptation issues, it is assumed that \( \beta = (\beta_1, \ldots, \beta_d) \in \prod_{i=1}^d [\beta_{1,i}, \beta_{u,i}] \) and \( L \in [L_1^*, L_u^*] \) for some positive constants \( \beta_{1,i} < \beta_{u,i}, i = 1, \ldots, d \), and \( L_1^* < L_u^* \).

For short, we simply write \( \beta^* \) and \( L^* \) for the couples \((\beta_{1,i}, \beta_{u,i})\) and \((L_1^*, L_u^*)\), and finally \( R(\beta^*, L^*) \) for the rectangle \( \prod_{i=1}^d [\beta_{1,i}, \beta_{u,i}] \times [L_1^*, L_u^*] \). It turns out that all rates of convergence emerging in an anisotropic setting involve the unnormalized harmonic mean of the smoothness parameters

\[
\bar{\beta} := \left( \sum_{i=1}^d \frac{1}{\beta_i} \right)^{-1}.
\]

To focus on rates only and for ease of notation we denote by \( c \) positive constants that may change from line to line. All relevant constants will be numbered consecutively. Dependencies of the constants on the functional classes’ parameters are always indicated and it should be kept in mind that the constants can potentially depend on the chosen kernel, the loss function and the dimension as well. Furthermore, \( \mathcal{P}_d(\beta, L) \) denotes the set of all probability densities in \( \mathcal{K}_d(\beta, L) \). It is well-known that any function \( f \in \mathcal{P}_d(\beta, L) \) is uniformly bounded by a constant \( c_1(\beta, L) = \sup \{ \|p\| : p \in \mathcal{P}_d(\beta, L) \} \) depending on the regularity parameters only.

3. New lower risk bounds, adaptation to lowest density regions.

The fully nonparametric problem of estimating a density \( p \) at some given point \( t = (t_1, \ldots, t_d) \) has quite a long history in the statistical literature and has been extensively studied. Considering different estimators, a very natural question is whether there is an estimator that is optimal and how optimality can be exactly described. A common concept of optimality is stated in a minimax framework. An estimator \( T_n(t) = T_n(t, X_1, \ldots, X_n) \) is called minimax-optimal over the class \( \mathcal{P}_d(\beta, L) \) if its risk matches the minimax risk

\[
\inf_{T_n(t)} \sup_{p \in \mathcal{P}_d(\beta, L)} \mathbb{E}_{\otimes n} |T_n(t) - p(t)|^r
\]

for some \( r \geq 1 \), where the infimum is taken over all estimators. However, the minimax approach is often rated as quite pessimistic as it aims at finding an estimator which performs best in the worst situation. Different in spirit is the oracle approach. Within a prespecified class \( \mathcal{F} \) of estimators, it aims at finding for any individual density the estimator \( \hat{T}_n \in \mathcal{F} \) which is optimal, leading to oracle inequalities of the form

\[
\mathbb{E}_{\otimes n} |\hat{T}_n(t) - p(t)|^r \leq c \inf_{T_n \in \mathcal{F}} \mathbb{E}_{\otimes n} |T_n(t) - p(t)|^r + R_n
\]

with a remainder term \( R_n \) depending on the class \( \mathcal{F} \), the underlying density \( p \) and the sample size only. Besides having the drawback that there is no notion of optimality judging about the adequateness of the estimator’s class, an equally severe problem may be caused by the fact that the remainder term is uniform in \( \mathcal{F} \) and thus a worst case remainder. The latter is responsible for the fact that our fast convergence rates cannot be deduced from the oracle inequality in Goldenshluger.
and Lepski (2013), the order for their remainder being unimprovable, however. In this article, we introduce the notion of best possible individual minimax speed of convergence $\psi_n^{p(t),\beta,L}$ within the function class $\mathcal{P}_d(\beta,L)$ and aim at constructing an estimator $T_n(t)$ bounding the risk

$$
\sup_{p \in \mathcal{P}_d(\beta,L)} \sup_{t \in \mathbb{R}^d, p(t) > 0} \mathbb{E}_p \left( \left| \frac{T_n(t) - p(t)}{\psi_n^{p(t),\beta,L}} \right|^r \right)
$$

uniformly over a range of parameters $(\beta,L)$. Firstly, this requires a suitable definition of the quantity $\psi_n^{p(t),\beta,L}$. As we want to work out the explicit dependence on the value of the density, it seems suitable to fix an arbitrary constant $\epsilon \in (0,1)$, and to pick out maximal not necessarily disjoint subsets $U_i$ of $\mathcal{P}_d(\beta,L)$ with the following properties: $\bigcup U_i = \{ p \in \mathcal{P}_d(\beta,L) : p(t) > 0 \}$, and pairwise ratios $p(t)/q(t)$, $p,q \in U_\beta$, are bounded away from zero by $\epsilon$ and from infinity by $1/\epsilon$. This motivates the construction of the subsequent theorem.

**Theorem 3.1** (New weighted lower risk bound). For any $\beta = (\beta_1, \ldots, \beta_d)$ with $0 < \beta_i \leq 2$, $i = 1, \ldots, d$, $L > 0$ and $r \geq 1$, there exist constants $c_2(\beta,L,r) > 0$ and $n_0(\beta,L) \in \mathbb{N}$ such that the pointwise minimax risk over Hölder-smooth densities is bounded from below by

$$
\inf_{0 < \delta \leq c_1(\beta,L)} \inf_{T_n(t)} \sup_{p \in \mathcal{P}_d(\beta,L), \delta/2 \leq p(t) \leq \delta} \mathbb{E}_p \left( \left| \frac{T_n(t) - p(t)}{\psi_n^{p(t),\beta,L}} \right|^r \right) \geq c_2(\beta,L,r)
$$

for all $n \geq n_0(\beta,L)$, where $\psi_n^{p(\cdot),\beta} := x \wedge (x/n)^{1/2\beta+1}$.

**Remark.** (i) The lower bound of the above theorem is attained by the oracle estimator

$$
T_n(t) := \hat{p}_{n,h_n,\beta}(t) \cdot 1\{ \delta \leq n^{-\beta/(2\beta + 1)} \}
$$

with $h_n,\delta := (\delta/n)^{1/(2\beta + 1)}$. Hence, $\psi_n^{p(t),\beta}$ cannot be improved in principal. We refer to it in the sequel as individual speed of convergence within the functional class $\mathcal{P}_d(\beta,L)$.

(ii) Note that for the classical minimax rate $n^{-\beta/(2\beta + 1)}$,

$$
\lim_{n \to \infty} \inf_{0 < \delta \leq c_1(\beta,L)} \inf_{T_n(t)} \sup_{p \in \mathcal{P}_d(\beta,L), \delta/2 \leq p(t) \leq \delta} \mathbb{E}_p \left( \left| \frac{T_n(t) - p(t)}{n^{-\beta/(2\beta + 1)}} \right|^r \right) = 0
$$

as a direct consequence of the subsequently formulated Theorem 3.2. The individual speed of convergence $\psi_n^{p(t),\beta}$ is of substantially smaller order than the classical one along a shrinking neighborhood of lowest density regions.
Note that the exponent $\beta/(2\beta + 1)$ implicitly depends on the dimension $d$ and coincides in case of isotropic smoothness with the well-known exponent $\beta/(2\beta + d)$. It splits into two regimes which are listed and specified in the following table.

<table>
<thead>
<tr>
<th>Regime</th>
<th>Rate $\psi_{x,\beta}^n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td>$x \leq n^{-\frac{\beta}{\beta+1}}$</td>
</tr>
<tr>
<td>(ii)</td>
<td>$n^{-\frac{\beta}{\beta+1}} &lt; x \leq c_1(\beta, L)$</td>
</tr>
</tbody>
</table>

The worst individual speed of convergence within $\mathcal{P}_d(\beta, L)$, namely

$$\sup_{0 < x \leq c_1(\beta, L)} \psi_{x,\beta}^n,$$

reveals the classical minimax rate $n^{-\beta/(2\beta + 1)}$. The fastest rate in regime (ii) is of the order

$$n^{-\beta/(\beta+1)} \text{ for } x = n^{-\beta/(\beta+1)},$$

which is substantially smaller than the classical minimax risk bound. Figure 1 visualizes the split-up into the regimes and relates the new individual rate of Theorem 3.1 to the classical minimax rate for different sample sizes from $n = 50$ to $n = 800$.

**Fig 1.** New lower bound (solid line), Classical lower bound (dashed line)

It becomes apparent from the proof that the lower bound actually even holds for the subset of $(\beta, L)$-regular densities with compact support. At first glance however, the new lower bound is of theoretical value only, because the value of a density at some point to be estimated is unknown. The question is whether it is possible to improve the local rate of convergence of an estimator without prior knowledge in regions where fewer observations are available, that is, to which extent it is possible to adapt to lowest density regions.

**Adaptation to lowest density regions.** Adaptation is an important challenge in nonparametric estimation. Lepski (1990) introduced a sequential multiple testing
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procedure for bandwidth selection of kernel estimators in the Gaussian white noise model. It has been widely used and refined for a variety of adaptation issues over the last two decades. For recent references, see Giné and Nickl (2010), Chichignoud (2012), Goldenshluger and Lepski (2011, 2013), Chichignoud and Lederer (2014), Jirak, Meister and Reiß (2014), Dattner, Reiß and Trabs (2014), and Bertin, Lacour and Rivoirard (2014) among many others. Our subsequently constructed estimator is based on the anisotropic bandwidth selection procedure of Kerkyacharian, Lepski and Picard (2001), which has been developed in the Gaussian white noise model, but incorporates the new approach of adaptation to lowest density regions. Although Goldenshluger and Lepski (2013) pursue a similar goal via some kind of empirical risk minimization, their oracle inequality provides no faster rates than $n^{-1/2}$ times the average of the density over the unit cube around the point under consideration. It raises the question whether this imposes a fundamental limit on the possible range of adaptation. We shall demonstrate in what follows (see Section 5 in particular) that it is even possible to attain substantially faster rates, indeed that adaptation to the whole second regime of Theorem 3.1 is an achievable goal, and that this describes precisely the full range where adaptation to lowest density regions is possible as long as the density’s regularity is unknown. Our procedure uses kernel density estimators $\hat{p}_{n,h}(t)$ with multivariate bandwidths $h = (h_1, \ldots, h_d)$, which are able to deal with different degrees of smoothness in different coordinate directions. Note that optimal bandwidths for estimation of Hölder-continuous densities are typically derived by a bias-variance trade-off balancing the bias bound

$$p(t) - E_p^{\otimes n} \hat{p}_{n,h}(t) \leq c(\beta, L) \cdot \sum_{i=1}^d h_i^{\beta_i},$$

see (7.8) in Section 7 for details, against the rough variance bound

(3.1) $$\text{Var}(\hat{p}_{n,h}(t)) \leq \frac{c_1(\beta, L)\|K\|_2^2}{n \prod_{i=1}^d h_i},$$

where $\| \cdot \|_2$ is the Euclidean norm (on $L^2(\lambda^d)$). In contrast to the classical bound (3.1), the sharp convolution bound

$$\text{Var}(\hat{p}_{n,h}(t)) \leq \frac{1}{n}((K_h)^2 * p)(t) =: \sigma_2^2(h)$$

is able to capture small values of $p$ in a small neighborhood around $t$ and thus leads to suboptimal rates of convergence whenever the density is small. This convolution bound is unknown and it is natural to replace it by its unbiased empirical version

$$\tilde{\sigma}_2^2(h) := \frac{1}{n^d \prod_{i=1}^d h_i^2} \sum_{i=1}^n K^2 \left( \frac{t - X_i}{h} \right).$$

However, $\tilde{\sigma}_2^2(h)$ is getting extremely unstable if the bandwidth $h$ is small, which is just the important situation at lowest density regions. Precisely, Bernstein’s inequality provides the bound

$$\mathbb{P}^{\otimes n} \left( \left| \frac{\tilde{\sigma}_2^2(h)}{\sigma_2^2(h)} - 1 \right| \geq \eta \right) \leq 2 \exp \left( -\frac{3\eta^2}{2(3 + 2\eta)\|K\|_2^2 \sup_{\mathbb{P}} \tilde{\sigma}_2^2(h) \cdot n \prod_{i=1}^d h_i^2} \right),$$
which suggests to study the following truncated versions instead

\[ \sigma^2_{t, \text{trunc}}(h) := \max \left\{ \frac{\log^2 n}{n^2 \prod_{i=1}^d h_i^2}, \sigma^2_t(h) \right\}, \]

\[ \tilde{\sigma}^2_{t, \text{trunc}}(h) := \max \left\{ \frac{\log^2 n}{n^2 \prod_{i=1}^d h_i^2}, \tilde{\sigma}^2_t(h) \right\}. \]

(3.2)

Our approach imitates the bandwidth selection scheme developed in Kerkyacharian, Lepski and Picard (2001) with the following modifications. Firstly, their threshold given by the variance bound in the Gaussian white noise setting is replaced essentially with the truncated estimate in (3.2). Moreover, it is crucial in the anisotropic setting that our procedure uses an ordering of bandwidths according to these estimated variances instead of an ordering according to the product of the bandwidth’s components. The resulting estimator \( \hat{p}_n \) is rigorously constructed in Appendix B.

Clearly, the truncation in the threshold imposes serious limitations to which extent adaptation to lowest densities regions is possible. However, a careful analysis of the ratio

\[ \sup_h \left| \frac{\tilde{\sigma}^2_{t, \text{trunc}}(h)}{\sigma^2_{t, \text{trunc}}(h)} - 1 \right| \]

rather than the difference \( \sup_h [\tilde{\sigma}^2_{t, \text{trunc}}(h) - \sigma^2_{t, \text{trunc}}(h)] \) allows to prove indeed that adaptation is possible in the whole second regime.

**Theorem 3.2 (New upper bound).** For any rectangle \( R(\beta^*, L^*) \) with \([\beta^*_1, L^*_1] \subset (0, 2], [L^*_1, L^*_u] \subset (0, \infty) \) and \( r \geq 1 \), there exists a constant \( c_3(\beta^*, L^*, r) > 0 \), such that the new density estimator \( \hat{p}_n \) with adaptively chosen bandwidth according to (B.3) satisfies

\[ \sup_{(\beta, L) \in R(\beta^*, L^*)} \sup_{p \in \mathcal{P}_d(\beta, L)} \sup_{t \in \mathbb{R}^d} \mathbb{E}^{\psi_n p} \left( \frac{\hat{p}_n(t) - p(t)}{\psi_{\hat{p}_n(t), \beta}^n} \right)^r \leq c_3(\beta^*, L^*, r), \]

where

\[ \tilde{\psi}_{\hat{p}_n(t), \beta}^n := \left[ \frac{n}{\log n} \vee \left( \frac{x}{n} \right)^{\frac{\beta}{\beta+1}} \right] (\log n)^{3/2}. \]

The individual speed of convergence \( \tilde{\psi}_{\hat{p}_n(t), \beta}^n \) (except the logarithmic factor) is plotted in Figure 2, which shows the superiority of the new estimator in low density regions. It also depicts that the new estimator is able to adapt to regime (ii) up to a logarithmic factor, and that it improves the rate of convergence significantly in both regimes as compared to the classical minimax rate. Besides, although not emphasized before, \( \hat{p}_n \) is fully adaptive to the smoothness in terms of Hölder regularity.
As $\psi$ and $\tilde{\psi}$ coincide (up to a logarithmic factor) in regime (ii) but differ in regime (i), the question arises whether the breakpoint

$$n^{-\beta/(\beta+1)}$$

describes the fundamental bound on the range of adaptation to lowest density regions. The following superefficiency result shows that this is indeed the case as long as the density’s regularity is unknown.

**Theorem 3.3 (Superefficiency).** For any $\beta_2 < \beta_1 \leq 2$ and any sequence $(\rho(n))$ converging to infinity

$$\rho(n) = O\left(\frac{n^{\frac{\beta_1 - \beta_2}{(\beta_1+1)}}}{(\log n)^{3/2}}\right),$$

there exist $L_1, L_2 > 0$ and densities $p_n \in \mathcal{P}_1(\beta_1, L_1)$ and $q_n \in \mathcal{P}_1(\beta_2, L_2)$ with

$$\frac{n^{-\beta_1/(\beta_1+1)}}{p_n(t)} = o(1) \quad \text{and} \quad \frac{q_n(t)}{n^{-\beta_2/(\beta_2+1)}} = o(1)$$

as $n \to \infty$, such that for every estimator $T_n(t)$ with

$$\mathbb{E}_{p_n} |T_n(t) - p_n(t)| \leq c_3(\beta_1^*, L_1^*, r) \left(\frac{p_n(t)}{n}\right)^{\frac{\beta_1}{\beta_1 + 1}} (\log n)^{3/2},$$

there exists an $n_0(\beta_1, \beta_2, L_1, L_2)$ such that

$$\mathbb{E}_{q_n} |T_n(t) - q_n(t)| \geq q_n(t) \cdot \rho(n)$$

for all $n \geq n_0(\beta_1, \beta_2, L_1, L_2)$.

The following consideration provides a heuristic reason why adaptation to regime (i) is not possible in principal. Consider the univariate and Lipschitz continuous triangular density $p$. If $\delta_n < n^{-\beta/(\beta+1)} = n^{-1/2}$, the expected number of observations in $\{p \leq \delta_n\}$ is less than one. Without the knowledge of the regularity, it is intuitively clear that it is impossible to predict whether local averaging is preferable to just estimating by zero.
Remark. While obtaining the classical adaptive rate of convergence in high density regions, the new estimator leads to a substantially improved rate of convergence in lowest density regions and hence demonstrates its superiority as compared to classical adaptive estimators. Indeed, the smaller $p(t)$ is, the better the rate of convergence gets. However, in regime (i) no further improvement can be achieved. Our estimator works without knowledge of the location of lowest density regions and adapts to regime (ii) up to a logarithmic factor and additionally to the unknown regularity. We have shown that simultaneous adaptation to the fastest regime (i) is an unachievable goal whenever the regularity is unknown.

4. Application to support recovery. The phenomenon of faster rates of convergence in regions where the density is small may have strong consequences on plug-in rules for certain functionals of the density. As an application of the results of Section 3, we investigate the support plug-in functional and demonstrate the substantial improvement in the rates of convergence. To this aim, we first establish minimax lower bounds for support estimation under the margin condition which have not been provided in the literature so far. Theorem 4.4 and Theorem 4.5 then reveal that the minimax rates for the support estimation problem are substantially faster than for the level set estimation problem, as already conjectured in Tsybakov (1997). In fact, in the level set estimation framework, when $\beta$ and $L$ are given, the classical choice of a bandwidth of order $n^{-1/(2\beta+d)}$ in case of isotropic Hölder smoothness leads directly to a minimax-optimal plug-in level set estimator as long as the off-set is suitably chosen (Rigollet and Vert 2009). In contrast, this bandwidth produces suboptimal rates in the support estimation problem, no matter how the offset is chosen. At first sight, this makes the plug-in rule as a by-product of density estimation inappropriate. We shall demonstrate subsequently, however, that this problem does not arise when using the new density estimator as developed in the previous section instead. As a by-product, the rates of support estimation derived in Cuevas and Fraiman (1997) turn out to be always suboptimal for Hölder continuous densities. In order to line up with the results of Cuevas and Fraiman (1997) and Rigollet and Vert (2009), we work essentially under the same type of conditions. That is, the distance between two subsets $A$ and $B$ of $\mathbb{R}^d$ is measured by the pseudo-distance

$$d_\Delta(A, B) := \chi^{d}(A \Delta B),$$

where $\Delta$ denotes the symmetric difference of sets $A \Delta B := (A \setminus B) \cup (B \setminus A)$.

We impose the following condition, which controls the slope of the density at the support boundary and therefore characterizes the complexity of the problem and thus the attainable rates of convergence. It was introduced by Polonik (1995), see also Mammen and Tsybakov (1999), Tsybakov (2004) and Cuevas and Fraiman (1997), where the latter authors referred to it as sharpness order.
**Definition 4.1 (Margin condition).** A density \( p : \mathbb{R}^d \to \mathbb{R} \) is said to satisfy the \( \kappa \)-margin condition with exponent \( \gamma > 0 \), if

\[
\chi^d \left( \{ x \in \mathbb{R}^d \mid 0 < p(x) \leq \varepsilon \} \right) \leq \kappa_2 \cdot \varepsilon^\gamma
\]

for all \( 0 < \varepsilon \leq \kappa_1 \), where \( \kappa = (\kappa_1, \kappa_2) \in (0, \infty)^2 \).

In particular, \( \chi^d(\partial \Gamma_p) = 0 \) for every density which satisfies the margin condition, where \( \partial \Gamma_p \) denotes the boundary of the support \( \Gamma_p \). For any subset \( A \subset \mathbb{R}^d \) and \( \varepsilon > 0 \) the closed outer parallel set of \( A \) at distance \( \varepsilon > 0 \) is given by

\[
A^\varepsilon := \{ x \in \mathbb{R}^d : \inf_{y \in A} \| x - y \|_2 \leq \varepsilon \}
\]

and the closed inner \( \varepsilon \)-parallel set by \( A^{-\varepsilon} := ((A^\varepsilon)^c)^c \).

**Definition 4.2 (Blowing-up condition).** The set \( A \) is said to satisfy the \( \eta \)-blowing-up condition with exponent \( \text{BU} > 0 \) if

\[
\frac{1}{\eta_2} \leq \frac{\chi^d(A^\varepsilon \setminus A)}{\varepsilon^{\text{BU}}} \leq \eta_2
\]

for all \( 0 < \varepsilon \leq \eta_1 \), where \( \eta = (\eta_1, \eta_2) \in (0, \infty)^2 \).

The blowing-up condition controls the complexity of a set, i.e. the simpler the structure of a set, the larger is the blowing-up exponent \( \text{BU} \). As a consequence of the isoperimetric inequality, any Euclidean ball in \( \mathbb{R}^d \) and, more general, any finite union of convex sets in \( \mathbb{R}^d \) fulfills the blowing-up condition to the exponent \( \text{BU} = 1 \), cf. Bhattacharya and Ranga Rao (1976) and Cuevas and Fraiman (1997).

To highlight the line of ideas, we restrict the application to the important special case of isotropic smoothness. Let \( \mathcal{H}_d^{iso}(\beta, L) \) denote the isotropic Hölder class with one-dimensional parameters \( \beta \) and \( L \), which is for \( 0 < \beta \leq 1 \) defined by

\[
\mathcal{H}_d^{iso}(\beta, L) := \left\{ f : \mathbb{R}^d \to \mathbb{R} : |f(x) - f(y)| \leq L \| x - y \|_2^\beta \text{ for all } x, y \in \mathbb{R}^d \right\}.
\]

For \( \beta > 1 \) it is defined as the set of all functions \( f : \mathbb{R}^d \to \mathbb{R} \) that are \( \lfloor \beta \rfloor \) times continuously differentiable such that the following property is satisfied

\[
|f(x) - P_{y,[\beta]}(f)(x)| \leq L \| x - y \|_2^\beta \text{ for all } x, y \in \mathbb{R}^d,
\]

where

\[
P_{y,[\beta]}(f)(x) := \sum_{|k| \leq \lfloor \beta \rfloor} \frac{D_k f(y)}{k_1! \cdots k_d!} (x_1 - y_1)^{k_1} \cdots (x_d - y_d)^{k_d}
\]

with the partial differential operator

\[
D^k := \frac{\partial^{|k|}}{\partial x_1^{k_1} \cdots \partial x_d^{k_d}}
\]
denotes the multivariate Taylor polynomial of \( f \) at the point \( y \in \mathbb{R}^d \) up to the \( l \)-th order, see also (2.2) for the coinciding definition in one dimension. Correspondingly, \( \mathcal{D}^\text{iso}_d(\beta, L) \) denotes the set of probability densities contained in \( \mathcal{H}^\text{iso}_d(\beta, L) \). In order to be able to speak of optimality in a minimax framework, we first derive a lower bound for the support estimation problem, which has not been deduced in the literature before.

4.1. Lower risk bounds for support recovery. The following theorem provides a minimax lower bound for the support estimation problem with respect to the global measure of symmetric difference of sets \( d_D \) for Hölder continuous densities. Note that the blowing-up exponent \( BU \) of a density support cannot be less than \( \gamma \beta \) whenever the density is Hölder-smooth to the exponent \( \beta \), fulfills the margin condition to the exponent \( \gamma \) and has a boundary regular support, i.e.

\[
0 < \liminf_{\varepsilon \to 0} \frac{\lambda^d(\Gamma_p \setminus \Gamma_p^\varepsilon)}{\lambda^d(\Gamma_p \cap \Gamma_p^\varepsilon)} \leq \limsup_{\varepsilon \to 0} \frac{\lambda^d(\Gamma_p \setminus \Gamma_p^\varepsilon)}{\lambda^d(\Gamma_p \cap \Gamma_p^\varepsilon)} < \infty.
\]

The minimax lower bound is formulated under the assumption of \( \Gamma_p \) fulfilling the following complexity condition, which even slightly weakens the assumption of boundary regularity under the margin condition.

**Definition 4.3 (Complexity condition).** The set \( A \) is said to satisfy the \( \xi \)-complexity condition if for all \( 0 < \varepsilon \leq \xi_1 \) there exists a disjoint decomposition \( A = A_{1,\varepsilon} \cup A_{2,\varepsilon} \) such that

\[
\frac{\lambda^d(A_{1,\varepsilon} \setminus A_{1,\varepsilon}) \vee \lambda^d(A_{2,\varepsilon})}{\varepsilon^\gamma \beta} \leq \xi_2,
\]

where \( \xi = (\xi_1, \xi_2) \in (0, \infty)^2 \).

Recall that a boundary-regular support of a \( (\beta, L) \)-Hölder-smooth density satisfying the margin condition to the exponent \( \gamma \) fulfills the blowing-up condition with parameter \( BU \geq \gamma \beta \). Hence, it also obviously fulfills the complexity condition for the canonical decomposition \( A = A \cup \emptyset \). The complexity condition fills the gap between the margin condition 4.1 and the two-sided margin condition

\[
\lambda^d\{x \in \mathbb{R}^d : 0 < |f(x) - \lambda| \leq \varepsilon\} \leq c \varepsilon^\gamma,
\]

which is imposed in the context of density level set estimation for some level \( \lambda > 0 \), c.f. Rigollet and Vert (2009). In fact, the two-sided margin condition is considerably weaker for \( \lambda = 0 \). In what follows, \( \mathcal{D}^\text{iso}_d(\beta, L, \gamma, \kappa, \xi) \) denotes the subset of \( \mathcal{D}^\text{iso}_d(\beta, L) \) consisting of densities satisfying the \( \kappa \)-margin condition to the exponent \( \gamma \) and the \( \xi \)-complexity condition.

**Theorem 4.4 (Minimax lower bound).** For any \( \beta \leq 2 \) and any margin exponent \( \gamma > 0 \) with \( \gamma \beta \leq 1 \), there exist \( c_4(\beta, L) > 0 \), \( n_0(\beta, L, \gamma) \in \mathbb{N} \) and parameters
ADAPTATION TO LOWEST DENSITY REGIONS

\( \kappa, \xi \in (0, \infty)^2 \), such that the minimax risk with respect to the measure of symmetric difference of sets is bounded from below by

\[
\inf_{\hat{\Gamma}_n} \sup_{p \in \mathcal{P}_{2n}^\infty(\beta, L, \gamma, \kappa, \xi)} \mathbb{E}^P_{\hat{\Gamma}_n} \left[ d_\Delta(\hat{\Gamma}_n, \Gamma_p) \right] \geq c_4(\beta, L) \cdot n^{-\frac{\beta}{\beta + d}}
\]

for all \( n \geq n_0(\beta, L, \gamma) \).

This lower bound for the problem of support estimation is substantially smaller than lower bounds of the order \( \frac{\log n}{n} \beta \) for density level set estimation under the same type of condition. On an intuitive level, this phenomenon can be nicely motivated by comparing the Hellinger distance \( H(P, Q) \) between the probability measure \( P \) with Lebesgue density \( p \) and \( Q \) whose Lebesgue density \( q = p + \tilde{p} \) is a perturbation of \( p \) with a small function \( \tilde{p} \) around the level \( \alpha \geq 0 \), see Tsybakov (1997), Extension (E4). If \( \alpha > 0 \), then simple Taylor expansion of \( \sqrt{p + \tilde{p}} \) yields \( H^2(P, Q) \sim \int \tilde{p}^2 d\lambda^d \), whereas \( H^2(P, Q) \sim \int \tilde{p} d\lambda^d \) in case \( \alpha = 0 \). Thus, perturbations at the boundary (\( \alpha = 0 \)) can be detected with the higher accuracy resulting in faster attainable rates for support estimation than for level set estimation.

4.2. Minimax-optimal plug-in rule. We use the plug-in support estimator with the kernel density estimator of Section 3. This density estimator improves the rate of convergence in a shrinking neighborhood of lowest density regions, in particular at the support boundary. For the isotropic procedure, the index set \( J \) is just restricted to bandwidths coinciding in all components, and we even simplify the ordering by estimated variances in condition (B.2) ”for all \( m \in J \) with \( \hat{\sigma}^2_t(m) \geq \hat{\sigma}^2_t(j) \)” by the classical order ”for all \( m \in J \) with \( m \geq j \)” as Lemma 7.2 shows that the relevant orderings are equivalent up to multiplicative constants for \( 0 < \beta \leq 2 \). Furthermore, under isotropic smoothness it is natural to use a rotation invariant kernel, i.e. \( K(x) = \tilde{K}(\|x\|_2) \) with \( \tilde{K} \) supported on \([0,1]\) and continuous on its support with \( \tilde{K}(0) > 0 \). Note that the plug-in support estimator appealingly emerges as a by-product of the density estimator of Section 3. The following theorem shows that the corresponding plug-in rule

\[
\hat{\Gamma}_n = \left\{ x \in \mathbb{R}^d : \hat{p}_n(x) > \alpha_n \right\}
\]

with offset

\[ \alpha_n := c_5(\beta, L) \left( \frac{(\log n)^{3/2}}{n} \right)^{\frac{\beta}{\beta + d}} \sqrt{\log n} \]  

and constant \( c_5(\beta, L) \) specified in the proof of the following theorem, is able to recover the support with minimax optimal rate, up to a logarithmic factor.
Theorem 4.5 (Uniform upper bound). For any \( \beta \leq 2, \gamma > 0 \) with \( \gamma \beta \leq 1 \) and \( \kappa, \xi \in (0, \infty)^2 \), there exist a constant \( c_6 = c_6(\beta, L, \gamma, \kappa, \xi) > 0 \) and \( n_0 \in \mathbb{N} \), such that

\[
\sup_{p \in \mathcal{P}_\text{iso}(\beta, L, \gamma, \kappa, \xi)} \mathbb{E}_p^{\otimes n} \left[ d_\Delta \left( \Gamma_p, \hat{\Gamma}_n \right) \right] \leq c_6 \cdot n^{-\frac{\alpha}{1+\gamma}} (\log n)^{2\gamma}
\]

for all \( n \geq n_0 \).

This minimax upper bound points out that the performance of a density support estimator is specified by the rate of convergence of a density estimator in low density regions. As the rate already indicates it is getting apparent from the proof that this result can be established only if the minimax-optimal density estimator actually adapts up to the fastest rate in regime (ii). Theorem 4.4 and Theorem 4.5 characterize the minimax-optimal convergence rates for support estimation within a logarithmic factor. Let us point out two consequences. In view of Rigollet and Vert (2009), we have shown that the optimal minimax rates for support estimation are significantly faster than the corresponding rates of level set estimation under the same type of conditions. Moreover, the rates for plug-in support estimators already established in the literature by Cuevas and Fraiman (1997) turn out to be always suboptimal in case of Hölder continuous densities of boundary regular support. To be precise, Cuevas and Fraiman (1997) establish in Theorem 1 (c) a convergence rate under the margin condition given in terms of \( \rho_n = n^\rho \) and the offset level \( \alpha_n = n^{-\alpha} \) (in their notation), which are assumed to satisfy \( 0 < \alpha < \rho \) and their condition (R2), namely

\[
\rho_n \int |\hat{p}_n - p| \, dx = o_P(1) \quad \text{and} \quad \rho_n \alpha_n^{1+\gamma} = o(1) \quad \text{as} \quad n \to \infty.
\]

As a consequence, \( \rho_n = o(n^{\beta/(2\beta+d)}) \) for typical candidates \( p \in \mathcal{P}_d^{1+\alpha} \), i.e. densities \( p \) which are locally not smoother than \( (\beta, L) \)-regular. Under the margin condition to the exponent \( \gamma > 0 \), this limits their rate of convergence \( n^{-\rho+\alpha} \) to

\[
d_\Delta(\Gamma_p, \hat{\Gamma}_n) = o_P \left( n^{-\frac{\alpha}{1+\gamma}} \right),
\]

which is substantially slower than the above established minimax rate. The crucial point is that even with the improved density estimator of Section 3, the above mentioned condition on \( \rho_n \) in (R2) cannot be improved, because any estimator can possess the improved performance at lowest density regions only. For this reason, the \( L_1 \)-speed of convergence of a density estimator is not an adequate quantity to characterize the performance of the corresponding plug-in support estimator.

5. Super-fast convergence rates at the support boundary. So far, our results are restricted to Hölder smoothness to the exponent \( \beta \leq 2 \). As concerns the analysis of our estimator \( \hat{p}_n(t) \), the key property is the behavior of \( p \) in some \( p(t)^{1/\beta} \) neighborhood around \( p(t) \). Of course, the less deviation of \( p \) around \( p(t) \) can be guaranteed, the better is the attainable gain of efficiency. Although the bias is not affected when using higher order kernels, the convolution \( ((K_h)^2+p)(t) \) in
the variance term may destroy the "low density effect", since $K^2$ is never of order larger than one. An exception of outstanding importance are points $t$ close to the support boundary, because not only $p(t)$ itself but also all derivatives are necessarily small. Lemma A.1 (ii) – (iii) reveals that our procedure then even reaches the adaptive speed of convergence

$$n^{-\beta/(\beta+d)}$$

(up to a logarithmic factor) under isotropic Hölder smoothness at the support boundary for every $\beta > 0$. That is, as $\beta \to \infty$, rates arbitrarily close to $n^{-1}$ can be attained. Define

$$d(\partial \Gamma_p, t) := \inf_{y \in \Gamma_p} \|t - y\|_2.$$ 

Theorem 5.1 (Super-fast adaptive convergence rate at the support boundary). For any $[\beta^*, \beta^*_u] \subset (0, \infty)$, $[L^*_l, L^*_u] \subset (0, \infty)$ and $r \geq 1$, there exists a constant $c_3(\beta^*_l, L^*_l, r) > 0$, such that the new density estimator $\hat{p}_n$ based on a compactly supported kernel of order $\beta^*_u$ with adaptively chosen bandwidth according to (B.3) satisfies

$$\sup_{(\beta, L) \in R(\beta^*, L^*)} \sup_{p \in \mathcal{P}_{iso}^{\beta,L}} \sup_{t \in \mathbb{R}^d} \mathbb{E} \left( \frac{\|\hat{p}_n(t) - p(t)\|}{\tilde{\tau}^n_{\beta}} \right)^r \leq c_3(\beta^*, L^*, r),$$

where $\tilde{\tau}^n_{\beta} := n^{-\frac{\beta}{2\beta+2}} (\log n)^{3/2}$.

Note that $\hat{p}_n$ requires no a priori information about $\partial \Gamma_p$. The result likewise extends to the anisotropic setting because the Euclidean norm on $\mathbb{R}^d$ (in the definition of $d(\partial \Gamma_p, t)$) and the maximum norm $\|t - y\|_{\max} = \max_{i=1,...,d} |t_i - y_i|$ are equivalent. As concerns an extension of the results in Section 3 to arbitrary $\beta > 2$, Lemma A.1 (ii) demonstrates that the variance of the kernel density estimator never falls below the reference speed of convergence $\tilde{\psi}_n p(t)^{\beta}$. However, it can be substantially larger, resulting in a lower speed of convergence as compared to the reference speed of convergence. Therefore, it seems necessary to introduce an individual speed of convergence which does not incorporate the value of the density $p(t)$ only but also information on the derivatives. We leave it open for future research.

6. Discussion. A question of overriding interest is how fast the convergence of a density estimator can be and how an estimator has to be constructed to attain the optimal speed of convergence. The topic has gained a lot of interest and is still – besides nonparametric regression – one of the most studied problems in statistical literature. In this article, a notion of best possible individual minimax speed of convergence within the functional class $\mathcal{P}_d(\beta, L)$ has been developed. As compared to the classical minimax rate of convergence

$$n^{-\beta/(2\beta+1)}$$
over $\mathcal{P}_d(\beta, L)$, we have shown that each particular density $p$ possesses an individual gain of efficiency for estimation at some point $t$ as compared to the classical minimax rate, and

$$
\limsup_{n \to \infty} \sup_{(\beta, L) \in \mathcal{P}_d(\beta^*, L^*)} \sup_{p \in \mathcal{P}_d(\beta, L)} \sup_{t \in \mathbb{R}^d} \mathbb{E}_p^\otimes n \left( \frac{\hat{p}_n(t) - p(t)}{\psi_{\hat{p}_n(t), \beta}(\cdot)} \right) < \infty.
$$

Concerning the logarithmic factor involved in the new rate, we did not put any effort in optimizing its exponent, which is not the smallest possible. In fact, our proof already yields a slightly better dependence in the logarithmic factor, but we preferred to state the bound in the clearest representation. We have indicated in Section 4 that this gain of efficiency is of major importance when the value of the density close to the support boundary is of particular interest. Presumably, similar improvements can be achieved for estimation of extreme quantiles by the plug-in approach, but it requires some additional standardization step as $\hat{p}_n$ does not necessarily integrate to one.

In view of confidence statements about the unknown density, the first question arises whether, up to some additional logarithmic payment, the upper bound in Theorem 3.2 can be established with the supremum over $t \in \mathbb{R}^d$ and expectation interchanged. Such a type of bound reminds of weighted uniform consistency results of the form

$$
(6.1) \quad \sqrt{\frac{n h_n^d}{2 | \log h_n^d |}} \left\| \Psi(\cdot) \left( \hat{p}_n(\cdot) - \mathbb{E}^\otimes n \hat{p}_n(\cdot) \right) \right\|_{\sup} = O_p(1),
$$

see Giné, Koltchinskii and Zinn (2004) for necessary and sufficient conditions on $\Psi$ and $p$ which guarantee (6.1). The classical case of norming is $\Psi = f^{-\alpha}$ for some $\alpha > 0$, and it is well known that for strictly positive densities of unbounded support only powers of $\alpha$ not exceeding $1/2$ can lead to finite a.s. limits of the expression in (6.1), see Stute (1984), Deheuvels (2000) and Giné and Guillou (2002). In our setting however, $\hat{p}_n$ is a kernel density estimator with randomly selected bandwidth, and the corresponding weight function incorporates an additional dependence on the sample size, leading to the expression

$$
\left( \frac{n}{\log n} \right)^{\beta \frac{d}{2\beta + 1}} \left\| \Psi(\cdot) \left( \hat{p}_n(\cdot) - \mathbb{E}^\otimes n \hat{p}_n(\cdot) \right) \right\|_{\sup}
$$

as well as

$$
\left( \frac{n}{\log n} \right)^{\beta \frac{d}{2\beta + 1}} \left\| \Psi(\cdot) \left( \hat{p}_n(\cdot) - p(\cdot) \right) \right\|_{\sup}
$$

with weight function

$$
\Psi_n(t) = (p(t) \vee n^{-\frac{\beta}{2\beta + 1}})^{-\frac{1}{2\beta + 1}}
$$

(possibly up to an additional logarithmic factor). The weight function $\Psi_n$ reflects the increased pointwise speed of convergence at lowest density regions as compared
to the classical minimax rates on uniform consistency. Recall that the results of Section 3 do not require compactness of the density’s support. How such a type of result can conduce as a first step to adaptation to lowest density regions on the level of statistical inference in terms of adaptive confidence bands, and to which extent adaptation to lowest density regions is possible there, is still an open problem and under current investigation by the authors. As an estimated version $\hat{\sigma}_t$ of $\sigma_t$ is naturally involved in the expression in that case, studying this type of uniform bounds for self-normalizing processes (see de la Peña, Klass and Lai 2004) seems to be promising.

7. Proofs. We will now turn to the proofs of the main results, stated in Section 3, Section 4 and Section 5.

7.1. Proofs of Section 3 and Section 5.

Proof of Theorem 3.1. The construction of the hypotheses requires functions $K_1 \in \mathcal{P}_d(\beta, L)$ and $K_2 \in \mathcal{P}_d(\beta, L - L')$, integrating to one and compactly supported within a rectangle, say $\prod_{i=1}^d [-g_{1,i}, g_{1,i}]$ and $\prod_{i=1}^d [-g_{2,i}, g_{2,i}]$, respectively, with $K_1(0) = \sqrt{3/4 \cdot c_1(\beta, L)}$ and $L' < L$ chosen such that $c_1(\beta, L') > \sqrt{3/4 \cdot c_1(\beta, L)}$. The auxiliary constant $L'$ is introduced to permit the construction of perturbed hypotheses in $\mathcal{P}_d(\beta, L)$ with value larger than $3/4 \cdot c_1(\beta, L)$ at the point $t$. First observe that

\[
\inf_{0 < \delta \leq c_1(\beta, L)} \inf_{T_n(t)} \sup_{p \in \mathcal{P}_d(\beta, L)} \mathbb{E}^{\otimes n}_p \left( \frac{|T_n(t) - p(t)|}{\psi^n_{p(t), \beta}} \right)^r \\
= \inf_{0 < \delta \leq c_1(\beta, L)/K_2(0)} \inf_{T_n(t)} \sup_{p \in \mathcal{P}_d(\beta, L)} \mathbb{E}^{\otimes n}_p \left( \frac{|T_n(t) - p(t)|}{\psi^n_{p(t), \beta}} \right)^r \\
= \min \left\{ \inf_{p \in \mathcal{P}_d(\beta, L)/K_2(0)} \sup_{\delta \leq c_1(\beta, L)/K_2(0)} \mathbb{E}^{\otimes n}_p \left( \frac{|T_n(t) - p(t)|}{\psi^n_{p(t), \beta}} \right)^r, \right. \\
\left. \inf_{n^{-\beta/(\beta+1)} \leq \delta \leq c_1(\beta, L)/K_2(0)} \inf_{T_n(t)} \sup_{p \in \mathcal{P}_d(\beta, L)} \mathbb{E}^{\otimes n}_p \left( \frac{|T_n(t) - p(t)|}{\psi^n_{p(t), \beta}} \right)^r \right\}.
\]

The two situations

\[(7.1) \quad (i) \; \delta \leq n^{-\beta/(\beta+1)}, \quad (ii) \; n^{-\beta/(\beta+1)} < \delta \leq c_1(\beta, L)/K_2(0)\]

are analyzed separately. In case (i), for any $\kappa_1 > 0$ Markov’s inequality yields

\[
\inf_{T_n(t)} \sup_{p \in \mathcal{P}_d(\beta, L)} \mathbb{E}^{\otimes n}_p \left( \frac{|T_n(t) - p(t)|}{\psi^n_{p(t), \beta}} \right)^r.
\]
\[
\begin{align*}
&\geq \inf_{\delta \leq n^{-\beta/(\beta+1)}} \inf_{T_n(t)} \sup_{p \in \mathcal{P}_p(\beta, L) \delta/2 \leq p(t)/K_2(0) \leq \delta} \mathbb{P}_p \left( \frac{|T_n(t) - p(t)|}{\delta K_2(0)} \right)^r \\
&\geq \inf_{\delta \leq n^{-\beta/(\beta+1)}} \inf_{T_n(t)} \sup_{p \in \mathcal{P}_p(\beta, L) \delta/2 \leq p(t)/K_2(0) \leq \delta} \kappa_1^r \cdot \mathbb{P}^\otimes_n \left( |T_n(t) - p(t)| \geq \kappa_1 \cdot \delta K_2(0) \right).
\end{align*}
\]

Denote by \( h_n \) the multidimensional bandwidth with components
\[
h_{n,i} := \frac{\delta}{2^i}, \quad i = 1, \ldots, d,
\]
chosen in a manner such that
\[
K_2(x; h_n) := \left( \prod_{i=1}^d h_{n,i} \right)^{\beta} \frac{K_2(x)}{h_n}
\]
attains the value \( \delta \cdot K_2(0) \) at the point 0. Setting \( s_n := (t_1 + h_{n,1} + g_{1,1}, t_2, \ldots, t_d) \),
we define the hypotheses
\[
\begin{align*}
p_{0,n}(x) := & \ K_1(x - s_n) + \frac{1}{2} \left( K_2(x - t; h_n) - K_2(x - s_n; h_n) \right) \\
p_{1,n}(x) := & \ K_1(x - s_n) + K_2(x - t; h_n) - K_2(x - s_n; h_n).
\end{align*}
\]
Both hypotheses \( p_{0,n} \) and \( p_{1,n} \) have anisotropic Hölder smoothness with parameters \((\beta, L)\), since
\[
\left( \prod_{i=1}^d h_{n,i} \right)^{\beta} = h_{n,i}^{\beta_i} \quad \text{for all} \quad i = 1, \ldots, d
\]
and \( L' + (L - L') = L \). Moreover, they integrate to one, are positive for sufficiently large \( n \geq n_0(\beta, L) \) and attain the values \( p_{0,n}(t) = \delta \cdot K_2(0)/2 \) and \( p_{1,n}(t) = \delta \cdot K_2(0) \).
The absolute distance in \( t \) equals
\[
|p_{0,n}(t) - p_{1,n}(t)| = \delta \cdot K_2(0)/2.
\]
It remains to bound the distance between the associated product probability measures \( \mathbb{P}^\otimes_n(0) \text{ and } \mathbb{P}^\otimes_n(1) \). The squared Hellinger distance is bounded from above by 2, so Bernoulli’s inequality yields the upper bound
\[
H^2(\mathbb{P}^\otimes_n, \mathbb{P}^\otimes_n(1)) = 2 \left( 1 - \left( 1 - \frac{H^2(\mathbb{P}_{0,n}, \mathbb{P}_{1,n})}{2} \right)^n \right) \leq n H^2(\mathbb{P}_{0,n}, \mathbb{P}_{1,n}),
\]
which in turn is bounded by
\[
n \int \left( \sqrt{K_2(x - t; h_n)} - \sqrt{K_2(x - t; h_n)} \right)^2 d\lambda^d(x) \\
+ n \int \left( \sqrt{K_1(x - s_n) - K_2(x - s_n; h_n)/2} \\
- \sqrt{K_1(x - s_n) - K_2(x - s_n; h_n)} \right)^2 d\lambda^d(x)
\]
where the inequality is due to

\[
\left( \sqrt{x-y/2} - \sqrt{x-y} \right)^2 \leq \frac{y}{2} \quad \text{for all } 0 \leq y \leq x.
\]

The last expression is bounded by 1 as $\delta \leq n^{-\frac{\beta}{\beta+1}}$. Finally, by Theorem 2.2 (Tsybakov 2009) (Hellinger version) with $\kappa_1 = 1/4$, we arrive for $n \geq n_0(\beta, L)$ at

\[
\inf_{\delta \leq n^{-\beta/(\beta+1)}} \inf_{T_n(t)} \sup_{P \in \mathcal{P}(\beta, L)} \mathbb{E}_P^n \left( \frac{|T_n(t) - p(t)|}{\psi^n_{p(t), \beta}} \right)^r \geq \frac{4^r - r}{2} \left( 1 - \frac{3}{4} \right) > 0.
\]

In case (7.1) (ii) the hypotheses have to be chosen in a different way. To this aim, the interval

\[
\left( n^{-\beta/(\beta+1)}, c_1(\beta, L)/K_2(0) \right)
\]

is decomposed again into

\[
I_1 := \left( n^{-\beta/(\beta+1)}, c_1(\beta, L) \right) \quad \text{and} \quad I_2 := \left( c_1(\beta, L), c_1(\beta, L)/K_2(0) \right)
\]

with a constant $c_1(\beta, L)$ specified later. Since

\[
\inf_{\delta \leq n^{-\beta/(\beta+1)}} \inf_{T_n(t)} \sup_{P \in \mathcal{P}(\beta, L)} \mathbb{E}_P^n \left( \frac{|T_n(t) - p(t)|}{\psi^n_{p(t), \beta}} \right)^r = \min_{i=1,2} \inf_{\delta \in I_i} \inf_{T_n(t)} \sup_{P \in \mathcal{P}(\beta, L)} \mathbb{E}_P^n \left( \frac{|T_n(t) - p(t)|}{\psi^n_{p(t), \beta}} \right)^r,
\]

it is sufficient to treat the infima over $I_1$ and $I_2$ separately. We start with $I_2$. Again, by Markov’s inequality, for any $\kappa_2 > 0$,

\[
\inf_{\delta \in I_2} \inf_{T_n(t)} \sup_{P \in \mathcal{P}(\beta, L)} \mathbb{E}_P^n \left( \frac{|T_n(t) - p(t)|}{\psi^n_{p(t), \beta}} \right)^r \geq \inf_{\delta \in I_2} \inf_{T_n(t)} \sup_{P \in \mathcal{P}(\beta, L)} \mathbb{E}_P^n \left( \frac{|T_n(t) - p(t)|}{(\delta K_2(0)/n)^{\beta/(\beta+1)}} \right)^r \geq \inf_{\delta \in I_2} \inf_{T_n(t)} \sup_{P \in \mathcal{P}(\beta, L)} \kappa_2^n \mathbb{P}_{\beta}^n \left( |T_n(t) - p(t)| \geq \kappa_2 (\delta K_2(0)/n)^{\beta/(\beta+1)} \right).
\]
As before, we construct a density shifted to an appropriate center $s_n'$ and perturbate it. This time, the centering point $s_n'$ is chosen such that it fulfills the equation

\[ K_1(t - s_n') = \frac{3}{4} \delta K_2(0) - \frac{1}{4} K_2(0) \left( \frac{\delta}{n} \right)^{\frac{\beta}{2 + \beta}}. \]

This point exists since the function $K_1$ is continuous and takes values between 0 and

\[ \|K_1\|_{\sup} \geq K_1(0) = \sqrt{\frac{3}{4}} \cdot c_1(\beta, L') > 3/4 \cdot c_1(\beta, L) \geq 3/4 \cdot \delta K_2(0), \]

and $K_1(t - s_n')$ is larger than $\delta K_2(0)/2$ due to (7.1) (ii). Define

\[ h_{n,i} := c_{8,i}(\beta, L) \left( \frac{\delta}{n} \right)^{\frac{\beta}{2 + \beta}}, \quad i = 1, \ldots, d \]

with

\[ c_{8,i}(\beta, L) := \left( \frac{2L}{\|K_2\|_2^2} \int |x|^{\beta} K_2^2(x) \, dx \right)^{-1/\beta}. \]

The hypotheses can now be formulated as

\[ p_{0,n}(x) := K_1(x - s_n') \]
\[ p_{1,n}(x) := K_{1}(x - s_n') + K_2(x - t; h_n) - K_2(x - s_n'; h_n). \]

Note that

\[ \limsup_{n \to \infty} \sup_{s \in I_1 \cup I_2} K_1(t - s_n') < K_1(0) \]

and hence the perturbations’ supports do not intersect for $n \geq n_1(\beta, L)$ for sufficiently large $n_1(\beta, L) \in \mathbb{N}$ (not depending on $\delta \in I_1 \cup I_2$). Again, both hypotheses are contained in $\mathcal{D}_d(\beta, L)$. Furthermore, as for $p_{0,n}$, the hypothesis $p_{1,n}$ is bounded from above by $\delta K_2(0)$ in $t$ and bounded from below by $K_1(t - s_n') \geq \delta K_2(0)/2$. The hypotheses’ distance in $t$

\[ |p_{0,n}(t) - p_{1,n}(t)| = K_2(0; h_n) = \left( \prod_{i=1}^{d} c_{8,i}(\beta, L) \right)^{\beta} \left( \frac{\delta}{n} \right)^{\frac{\beta}{2 + \beta}} K_2(0) \]

determines the choice of

\[ \kappa_2 = \frac{1}{2} \left( \prod_{i=1}^{d} c_{8,i}(\beta, L) \right)^{\beta} K_2(0)^{\frac{\beta + 1}{2\beta + 1}}. \]

Furthermore, with $K(\cdot, \cdot)$ denoting the Kullback-Leibler divergence,

\[ K(p_{1,n}^{\otimes n}, p_{0,n}^{\otimes n}) = n K(p_{1,n}, p_{0,n}) \]
\[ = n \int \log \left( \frac{p_{1,n}(x)}{p_{0,n}(x)} \right) p_{1,n}(x) \, dx. \]
c

\[\text{the specific choice of the product kernel is denoted by } c_7(\beta, L) \]

\[\text{ADAPTATION TO LOWEST DENSITY REGIONS}\]

(7.4) \[\leq n \int \frac{K_2(x - t; h_n) - K_2(x - s'; h_n)}{K_1(x - s')} \cdot \left( K_1(x - s') + K_2(x - t; h_n) - K_2(x - s'; h_n) \right) \, d\lambda^d(x)\]

\[= n \int \frac{(K_2(x - t; h_n) - K_2(x - s'; h_n))^2}{K_1(x - s')} \, d\lambda^d(x)\]

\[= n \int \frac{K_2(x - t; h_n) - K_2(x - s'; h_n)}{K_1(x - s')} \, d\lambda^d(x)\]

\[= \frac{K_2^2(x - t; h_n)}{K_1(x - s')} \, d\lambda^d(x) + n \int \frac{K_2^2(x - s'; h_n)}{K_1(x - s')} \, d\lambda^d(x)\]

\[\leq 2n \int \frac{K_2^2(x - t; h_n)}{K_1(x - s')} \, d\lambda^d(x)\]

\[\leq 2n \left( \min_{x \in \Pi^d_{\mathbb{N}}} K_1(x + t - s') \right)^{-1} \int K_2^2(x; h_n) \, d\lambda^d(x)\]

(7.5) \[\leq 2n \left( \frac{c_7(\beta, L)}{4} \right)^{-1} \|K_2\|^2 \left( \prod_{i=1}^d h_{n,i} \right)^{2\beta + 1}\]

for \( n \geq n_2(\beta, L) \) for sufficiently large \( n_2(\beta, L) \in \mathbb{N} \) (not depending on \( \delta \in I_2 \)). Here, inequality (7.4) is due to the inequality \( \log(1 + x) \leq x \) for \( x > -1 \) and (7.5) holds true for \( n \geq n_2(\beta, L) \) because \( c_7(\beta, L) \) does not depend on \( n \) while \( h_n \) tends to zero.

Next, the latter expression (7.5) is bounded from above by

\[\frac{8\|K_2\|^2}{c_7(\beta, L)} \left( \prod_{i=1}^d c_{8,i}(\beta, L) \right)^{2\beta + 1} \leq 8c_1(\beta, L) \|K_2\|^2 \left( \prod_{i=1}^d c_{8,i}(\beta, L) \right)^{2\beta + 1} =: \alpha.\]

Combining all results, we obtain by Theorem 2.2 in Tsybakov (2009) (Kullback version) for \( n \geq (n_1(\beta, L) \lor n_2(\beta, L)) \)

\[\inf_{\delta \in I_2} \inf_{T_n(t) \in \mathcal{P}_{\mathbf{a}(\beta, L)}} \sup_{\delta/2 \leq \rho(t) \leq \delta} \mathbb{E}^{\otimes n}_{\rho(t)} \left( \left| T_n(t) - p(t) \right| \right)^p \geq c_5^* \cdot \max \left\{ \exp \left( \frac{-\alpha}{4}, \frac{1 - \sqrt{\alpha}/2}{2} \right) \right\}.\]

For the remaining infimum over \( I_1 \), we use for \( K_1 \) the specific choice of the product kernel as described in Appendix C, rescaled and normed such that it integrates to one and has the prescribed Hölder regularity \( (\beta, L) \). The corresponding norming constant of the \( i \)-th factor in the resulting product kernel is denoted by \( c_{0,i}(\beta, L) \), and at this point, we specify the choice

\[c_7(\beta, L) := \|K_1\|_{\text{sup}}.\]
By symmetry of $K_1$ we may assume without loss of generality $s'_{n,i} \geq t_i$ for all $i = 1, \ldots, d$. The proof is conducted in complete analogy to the case $I_2$ except for the bound (7.5), which is too rough for the case under consideration now. Instead, define

$$h_{n,i} := c_{10,i}(\beta, L) \left( \frac{\delta}{n} \right)^{\frac{2\beta_i}{2\beta_i + 1}} \quad \text{for all} \quad i = 1, \ldots, d$$

with

$$c_{10,i}(\beta, L) := \left( \min_{j=1,\ldots,d} K_2(0) \left( \frac{c_{9,j}(\beta_j, L) \beta_j^{-2}}{2\beta_j} \right) \right)^{1/\beta_i}.$$

Since $K_1(t - s'_{n})$ as given in (7.3) is bounded from below by $\delta/2 \cdot K_2(0)$ for any $\delta \in I_1$ due to (7.1) (ii),

$$h_{n,i} \leq \frac{c_{9,i}(\beta_i, L) \beta_i^{-2}}{2\beta_i} \left( \frac{K_2(0)}{2} \right)^{1/\beta_i} \delta^{1/\beta_i}$$

$$\leq \frac{c_{9,i}(\beta_i, L) \beta_i^{-2}}{2\beta_i} \left( \frac{K_2(0)}{2} \right)^{1/\beta_i} \frac{2}{K_2(0)} K_1(t_i - s'_{n,i})^{1/\beta_i}$$

$$= \frac{c_{9,i}(\beta_i, L) \beta_i^{-2}}{2\beta_i} K_1(t_i - s'_{n,i})^{1/\beta_i}.$$

By the mean value theorem, for any $0 \leq \eta \leq g_{2,i} h_{n,i}$,

$$\left| \left( 1 - \frac{t_i - s'_{n,i}}{g_{2,i}} \right)^{\beta_i} - \left( 1 - \frac{t_i - s'_{n,i} + \eta}{g_{2,i}} \right)^{\beta_i} \right| = \left| -\beta_i \left( 1 - \frac{\xi_{n,i}}{g_{2,i}} \right)^{\beta_i - 1} \frac{\eta}{g_{2,i}} \right|$$

$$\leq \beta_i \left( 1 - \frac{t_i - s'_{n,i}}{g_{2,i}} \right)^{\beta_i - 1} \frac{\eta}{g_{2,i}}$$

$$= \beta_i c_{9,i}(\beta_i, L)^{1-\beta_i} \frac{K_1(t_i - s'_{n,i})}{K_1(t_i - s'_{n,i})^{1/\beta_i}} \frac{\eta}{g_{2,i}}$$

$$\leq \frac{1}{2c_{9,i}(\beta_i, L)} K_1(t_i - s'_{n,i}),$$

where $\xi_{n,i} \in [t_i - s'_{n,i}, t_i - s'_{n,i} + g_{2,i} h_{n,i}]$ denotes some suitably chosen intermediate point. Consequently, for all $i = 1, \ldots, d$,

$$K_1(t_i - s'_{n,i} + \eta) \geq \frac{1}{2} K_1(t_i - s'_{n,i}) \quad \text{for all} \quad |\eta| \leq g_{2,i} h_{n,i},$$

such that applied to the bound in (7.5),

$$K\left( P_{1,n}^a \otimes P_{0,n}^a \right) \leq \frac{2\|K_2\|_2^2 \delta}{2^{-d} K_1(t - s'_n)} \left( \prod_{i=1}^d c_{8,i}(\beta, L) \right)^{\frac{2\beta_i}{2\beta_i + 1}}.$$
and we conclude as before. \hfill \Box

In the proof of Theorem 3.2, we frequently make use of the bandwidth

\[(7.6) \quad \tilde{h}_i := c_{11}(\beta, L) \cdot \max \left\{ \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1}} \frac{1}{n^{\frac{1}{\beta+1}}}, \left( \frac{p(t) \log n}{n} \right)^{\frac{\beta}{2\beta+1}} \frac{1}{n^{\frac{1}{2\beta+1}}} \right\} \]

for \( i = 1, \ldots, d \), with constant \( c_{11}(\beta, L) \) of Lemma A.1, which can be thought of as an optimal adaptive bandwidth. The truncation in the definition of \( \tilde{h} \) results from the necessary truncation in \( \sigma_t \), \( \text{trunc} \). With the exponents

\[(7.7) \quad \tilde{j}_i = \tilde{j}_i(t) := \left\lfloor \log_2 \left( \frac{1}{\tilde{h}_i} \right) \right\rfloor + 1, \quad i = 1, \ldots, n \]

the bandwidth \( 2^{-\tilde{j}_i} \) is an approximation of \( \tilde{h}_i \) by the next smaller bandwidth on the grid \( G \) such that \( \tilde{h}_i/2 \leq 2^{-\tilde{j}_i} \leq \tilde{h}_i \) for all \( i = 1, \ldots, d \).

Before turning to the proof of Theorem 3.2, we collect some technical ingredients. First, recall the classical upper bound on the bias of a kernel density estimator. With the notation provided in Section 2, and \( K \) of order max \( \beta_i \) at least, we obtain

\[ b_t(h) := p(t) - \mathbb{E} \hat{p}_n \cdot \hat{p}_n(h)(t) = \int K(x) \left( p(t + hx) - p(t) \right) dh^d(x) \]

\[ = \sum_{i=1}^d \int K(x) \left( p([t, t + hx]_{i-1}) - p([t, t + hx]_i) \right) dh^d(x), \]

using the notation \([x, y]_0 = y, [x, y]_d = x, [x, y]_i = (x_i, \ldots, x_i, y_{i+1}, \ldots, y_d), i = 1, \ldots, d-1\) for two vectors \( x, y \in \mathbb{R}^d \) and denoting by \( hx = (h_1 x_1, \ldots, h_d x_d) \) the componentwise product. Taylor expansions for those components \( i \) with \( \beta_i \geq 1 \) lead to

\[ p([t, t + hx]_{i-1}) - p([t, t + hx]_i) = \sum_{k=1}^{[\beta_i]} \binom{[\beta_i]}{k} p_{[t, t+hx]_i}^{(k)}(t_i) \frac{(h_i x_i)^k}{k!} \]

\[ + \left( p([t, t + hx]_{i-1}) - F_{p_i, ([t, t+hx]_i)}(t_i + h_i x_i) \right). \]
Hence,

\[(7.8) \quad |b_t(h)| \leq L \sum_{i=1}^{d} c_{12,i}(\beta) h_i^{\beta_i} =: B_t(h)\]

with constants \(c_{12,i}(\beta) := \int |x_i|^{\beta_i} |K(x)| \, dx^d(x) < \infty\).

With a slight abuse of notation, dependencies on some bandwidth \(h = 2^{-j}\) are subsequently expressed in terms of the corresponding grid exponent \(j = (j_1, \ldots, j_d)\), i.e. \(B_t(h)\) equals \(B_t(j)\), etc. For any multiindex \(j\), we use the abbreviation

\[|j| := \sum_{i=1}^{d} j_i.\]

Furthermore, the following lemma by Klutchnikoff (2005) is important to bound the difference of two bias terms in the anisotropic setting.

**Lemma 7.1** (Klutchnikoff 2005). For all \(k, l \in \mathcal{J}\), the absolute value of the difference of bias terms is bounded by

\[|b_t(k \wedge l) - b_t(l)| \leq 2B_t(k)\]

for all \(t \in \mathbb{R}^d\).

**Lemma 7.2.** There exists some constant \(c_{13}(\beta,L) > 0\), such that for any \(p \in \mathcal{D}_d(\beta,L), 0 < \beta_i \leq 2, i = 1, \ldots, d\), and \(t \in \mathbb{R}^d\) the inequality

\[\sigma^2_{t,\text{trunc}}(j \wedge m) \leq c_{13}(\beta,L) (\sigma^2_{t,\text{trunc}}(j) \vee \sigma^2_{t,\text{trunc}}(m))\]

holds true for all (non-random) indices \(j = (j_1, \ldots, j_d)\) and \(m = (m_1, \ldots, m_d)\) with \(j \geq \bar{j}\) componentwise. If additionally \(m \geq j\) componentwise, then

\[\sigma^2_{t,\text{trunc}}(j) \leq c_{13}(\beta,L) \sigma^2_{t,\text{trunc}}(m).\]

**Proof.** We define

\[J_1 := \{i \in \{1, \ldots, d\} : m_i > j_i\} := \{i_1, \ldots, i_s\}\]
\[J_2 := \{1, \ldots, d\} \setminus J_1.\]

With \(x_1 := (x_i, i \in J_1)\) and \(x_2 := (x_i, i \in J_2)\), \(h_k = (2^{-k_1}, \ldots, 2^{-k_s})\) and \(K^2_{k,h_k,\cdot}(\cdot) = h_k^{-1} K^2_{\cdot,h_k,\cdot}(\cdot/h_k,\cdot)\) for \(k = j, m\), and

\[M^2_{J_1}(x_1) := \left\{ \begin{array}{ll} \prod_{i \in J_1} K^2_{i,h_{i},\cdot}(t_i - x_i) p(x) \, dx^{d-s}(x_2), & \text{if } s < d \\ p(x), & \text{if } s = d, \end{array} \right.\]
we have the representation

$$\sigma^2_t(j \wedge m) = \frac{1}{n} \prod_{i=1}^{d} (h_{j,i} \vee h_{m,i}) \int \prod_{i \in J_1} K_{i,h_{j,i}}^2(t_i - x_i) M_{j,i}^2(x_1) d\lambda(x_1),$$

$$\sigma^2_t(m) = \frac{1}{n} \prod_{i=1}^{d} h_{m,i} \int \prod_{i \in J_1} K_{i,h_{m,i}}^2(t_i - x_i) M_{j,i}^2(x_1) d\lambda(x_1).$$

Note that $M_{j,i}^2(\cdot) \in H_s(\beta_{J_1}, Lc_{J_2})$, where

$$c_{J_2} := \begin{cases} \| \prod_{i \in J_2} K_i \|_{\text{sup}} & \text{if } J_2 \neq \emptyset \\ 1 & \text{if } J_2 = \emptyset \end{cases}$$

and $\beta_{J_1} = (\beta_i)_{i \in J_1}$. If $h_j$ satisfies

$$h_{j,i} \leq c_{11}(\beta_{J_1}, Lc_{J_2}) \cdot M_{j,i}^2(t_1)^{\frac{1}{\hat{\pi}}},$$

for all $i \in J_1$,

then Lemma A.1 (i) yields

$$\frac{1}{\prod_{i \in J_1} h_{j,i}} \int \prod_{i \in J_1} K_{i,h_{j,i}}^2(t_i - x_i) M_{j,i}^2(x_1) d\lambda(x_1) \leq \frac{3}{2} \cdot \| \prod_{i \in J_1} K_i \|_{H_{s,i}}^2 M_{j,i}^2(t_1) \leq \frac{3}{2} \cdot \| \prod_{i \in J_1} K_i \|_{H_{s,i}}^2 M_{j,i}^2(t_1) \leq \frac{3}{2} \cdot \frac{1}{\prod_{i \in J_1} h_{m,i}} \int \prod_{i \in J_1} K_{i,h_{m,i}}^2(t_i - x_i) M_{j,i}^2(x_1) d\lambda(x_1),$$

which is equivalent to

$$\sigma^2_t(j \wedge m) \leq 3\sigma^2_t(m).$$

Due to the monotonicity of the truncation level in the product of the bandwidth's components, this implies

$$\sigma^2_{t, \text{trunc}}(j \wedge m) \leq 3\sigma^2_{t, \text{trunc}}(m).$$

If there exists an index $l \in J_1$ with

$$h_{j,l} > c_{11}(\beta_{J_1}, Lc_{J_2}) \cdot M_{j,l}^2(t_1)^{\frac{1}{\hat{\pi}}},$$

we obtain that

$$M_{j,l}^2(t_1) \leq c_6(\beta, L) \left\{ \left( \frac{\log n}{n} \right)^{\frac{\hat{\beta}}{\hat{\pi} + 1}} \vee \left( \frac{p(t) \log n}{n} \right)^{\frac{\hat{\beta}}{2\hat{\pi} + 2}} \right\},$$

where $c_6(\beta, L)$ is defined in Lemma A.1.
with
\[
c_6(\beta, L) := \max_{J \subseteq \{1, \ldots, d\}} \max_{i \leq j} \left( \frac{c_{11}(\beta, L)}{c_{11}(\beta_j, L_c_{J_j})} \right)^{\beta_i},
\]
since \( j \geq \tilde{j} \) componentwise. The maximum in (7.11) is attained by its right hand side term if and only if \( p(t) \geq (\log n/n)^{\beta/(\beta+1)} \) in which case
\[
(7.12) \quad \left( \frac{p(t) \log n}{n} \right)^{\frac{\beta}{\beta+1}} \leq p(t),
\]
whence
\[
M_{J_2}(t_1) \leq c_6(\beta, L) \left\{ \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1}} \vee p(t) \right\}.
\]
With (7.9), we obtain by the same arguments as in (A.2), (A.3) and (A.4) applied to \( M_{J_2}(\cdot) \in \mathcal{H}_4(\beta_j, L_c_{J_j}) \) as well as \( j \geq \tilde{j} \) componentwise,

\[
\sigma^2_j(j \wedge m) \leq \frac{c(\beta, L)}{n} \prod_{i=1}^d (h_{j,i} \vee h_{m,i}) \left\{ \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1}} \vee p(t) \right\}
\]
\[
\leq c(\beta, L) \begin{cases}
\frac{\log^2 n}{n^2} \prod_{i=1}^d h_{j,i}^2 - \frac{p(t)}{n^2} \prod_{i=1}^d h_{j,i} & \text{if } p(t) \leq \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1}}, \\
\frac{\log^2 n}{n^2} \prod_{i=1}^d h_{j,i}^2 - \frac{p(t)}{n^2} \prod_{i=1}^d h_{j,i} & \text{if } p(t) > \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1}}.
\end{cases}
\]
\[
\leq c(\beta, L) \begin{cases}
\frac{\log^2 n}{n^2} \prod_{i=1}^d h_{j,i}^2 & \text{if } p(t) \leq \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1}}, \\
\frac{p(t)}{n^2} \prod_{i=1}^d h_{j,i} & \text{if } p(t) > \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1}}.
\end{cases}
\]

Since \( h_{j,i} \leq \bar{h}_{i,j} \leq c_{11}(\beta, L) p(t)^{1/\beta_i}, i = 1, \ldots, d \) whenever \( p(t) > (\log n/n)^{\beta/(\beta+1)} \) due to (7.12), Lemma A.1 (i) can be applied and yields
\[
\sigma^2_j(j \wedge m) \leq c(\beta, L) \sigma^2_{\text{trunc}}(j).
\]
Finally, by monotonicity of the truncation level in the product of the bandwidth’s components,
\[
\sigma^2_{\text{trunc}}(j \wedge m) \leq c(\beta, L) \sigma^2_{\text{trunc}}(j),
\]
which proves the first statement of Lemma 7.2. As concerns the second claim, assume now that \( m \geq j \) and \( j \geq \tilde{j} \) componentwise. We distinguish between the two cases of a truncated and non-truncated reference bandwidth \( \bar{h} \), i.e.
\[
\bar{h}_i = c_{11}(\beta, L) \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1} \frac{1}{\beta_i}} \quad \text{and} \quad \bar{h}_i = c_{11}(\beta, L) \left( \frac{p(t) \log n}{n} \right)^{\frac{\beta}{\beta+1} \frac{1}{\beta_i}}
\]
for all \( i = 1, \ldots, d \), respectively. If \( \bar{h} \) is non-truncated, that is
\[
\left( \frac{p(t) \log n}{n} \right)^{\frac{2}{\beta+1}} \geq \left( \frac{\log n}{n} \right)^{\frac{2}{\beta+1}},
\]
we obtain \( p(t) \geq (\log n/n)^{2/(\beta+1)} \) and therefore \( \bar{h}_i \leq c_{11}(\beta, L) p(t)^{1/\beta} \) for all \( i = 1, \ldots, d \). Consequently, by Lemma A.1 (i),
\[
\frac{1}{n}((K_{\bar{h}})^2 * p)(t) \leq \frac{3}{n}((K_{\bar{h}})^2 * p)(t) \leq 9 \frac{1}{n}((K_{h_{\text{trunc}}})^2 * p)(t).
\]
By the monotonicity of the truncation level the claim follows for non-truncated \( \bar{h} \).

If \( \bar{h} \) is truncated, that is
\[
\frac{1}{n}((K_{\bar{h}})^2 * p)(t) \leq \frac{\log n}{n} \leq \frac{\beta^2}{2 + \beta^2},
\]
we have \( p(t) \leq (\log n/n)^{2/(\beta+1)} \). Thus, following the steps in (A.2), (A.3) and (A.4), for any \( h \leq \bar{h} \) componentwise,
\[
\frac{1}{n}((K_{h})^2 * p)(t) \leq \frac{\log n}{n} \leq \frac{\beta^2}{2 + \beta^2},
\]
and therefore
\[
\frac{\log^2 n}{n^2 \prod_{i=1}^{d} h_i^2} \leq \sigma_{t,\text{trunc}}^2(h) \leq c(\beta, L) \frac{\log^2 n}{n^2 \prod_{i=1}^{d} h_i^2},
\]
where the left and right hand side are monotone in the product of bandwidth components.

The following lemma carefully analyzes the ratio of the truncated quantities \( \sigma_{t,\text{trunc}}^2 \) and \( \tilde{\sigma}_t^2 \) and is crucial for the proof of Theorem 3.2.

**Lemma 7.3.** For the quantities \( \sigma_{t,\text{trunc}}^2(h) \) and \( \tilde{\sigma}_t^2(h) \) defined in (3.2) and any \( \eta \geq 0 \) holds
\[
P^\otimes n \left( \frac{\tilde{\sigma}_t^2(h)}{\sigma_{t,\text{trunc}}^2(h)} - 1 \right) \geq \eta \leq 2 \exp \left( -\frac{3\eta^2}{2(3+2\eta) \|K\|_{\text{sup}}^2 \log^2 n} \right).
\]

**Proof.** The proof is based on Bernstein’s inequality. First,
\[
P^\otimes n \left( \frac{\tilde{\sigma}_t^2(h) - \sigma_{t,\text{trunc}}^2(h)}{\sigma_{t,\text{trunc}}^2(h)} \right) \geq \eta \sigma_{t,\text{trunc}}^2(h)
\]
\[
\leq P^\otimes n \left( \frac{\tilde{\sigma}_t^2(h) - \sigma_{t}^2(h)}{\sigma_{t}^2(h)} \right) \geq \eta \sigma_{t,\text{trunc}}^2(h).
\]
The random variable \( \tilde{\sigma}^2_t(h) - \sigma^2_t(h) \) can be rewritten as a sum of centered and independent random variables
\[
Z_k := \frac{1}{n^2 \prod_{i=1}^d h_i^2} \left( K^2 \left( \frac{t - X_k}{h} \right) - \mathbb{E}_p K^2 \left( \frac{t - X_k}{h} \right) \right)
\]
with the properties
\[
|Z_k| \leq \frac{2\|K\|^2_{\text{sup}}}{n^2 \prod_{i=1}^d h_i^2}
\]
and
\[
\sum_{k=1}^n \text{Var}(Z_k) \leq \frac{1}{n^3 \prod_{i=1}^d h_i^3} \mathbb{E}_p K^4 \left( \frac{t - X_1}{h} \right) \leq \frac{\|K\|^2_{\text{sup}}}{n^2 \prod_{i=1}^d h_i^2} \sigma_{t, \text{trunc}}^2(h).
\]
Hence, Bernstein’s inequality yields the following exponential tail bound
\[
P^n \left( |\tilde{\sigma}^2_t(h) - \sigma^2_t(h)| \geq \eta \sigma_{t, \text{trunc}}^2(h) \right) \leq 2 \exp \left( -\frac{\eta^2 \sigma_{t, \text{trunc}}^4(h)}{2\|K\|^2_{\text{sup}} \prod_{i=1}^d h_i^2} \left( 1 + \frac{2n}{\pi} \right) \right)
\]
\[
\leq 2 \exp \left( -\frac{3\eta^2}{2(3 + 2\eta)\|K\|^2_{\text{sup}} \log^2 n} \right).
\]
(7.13)

Obviously, a truncation of the variance estimator is necessary since inequality (7.13) is getting weak if the variance is very small, and sufficient concentration of the estimator around its mean cannot be guaranteed in this case.

**Proof of Theorem 3.2 and Theorem 5.1.** Recall the notation of Appendix B and denote \( \tilde{p}_{n,j} = \tilde{p}_n \). In a first step, the risk
\[
\mathbb{E}_{p}^{\otimes n} |\tilde{p}_{n,j}(t) - p(t)|^r
\]
is decomposed as follows:
\[
\mathbb{E}_{p}^{\otimes n} |\tilde{p}_{n,j}(t) - p(t)|^r = \mathbb{E}_{p}^{\otimes n} \left[ |\tilde{p}_{n,j}(t) - p(t)|^r \cdot \mathbb{I} \{ \tilde{\sigma}^2_t(j) \leq \sigma^2_t(j) \} \right] + \mathbb{E}_{p}^{\otimes n} \left[ |\tilde{p}_{n,j}(t) - p(t)|^r \cdot \mathbb{I} \{ \tilde{\sigma}^2_t(j) > \sigma^2_t(j) \} \right]
\]
(7.14)
We start with $R^+$, which is decomposed again as follows

\[
R^+ \leq 3^{r-1} \left( \mathbb{E}_p^{\otimes n} \left[ \left( \hat{p}_{n,j}(t) - \hat{p}_{n,j'}(t) \right)^r \mathbb{I} \{ \hat{\sigma}_t^2(j) \leq \hat{\sigma}_t^2(j') \} \right] + \mathbb{E}_p^{\otimes n} \left[ \left( \hat{p}_{n,j}(t) - \hat{p}_{n,j'}(t) \right)^r \mathbb{I} \{ \hat{\sigma}_t^2(j) \leq \hat{\sigma}_t^2(j') \} \right] + \mathbb{E}_p^{\otimes n} \left[ \left( \hat{p}_{n,j}(t) - p(t) \right)^r \mathbb{I} \{ \hat{\sigma}_t^2(j) \leq \hat{\sigma}_t^2(j') \} \right] \right)
\]

\[
(7.15) = 3^{r-1}(S_1 + S_2 + S_3),
\]

where we used the inequality $(x + y + z)^r \leq 3^{r-1}(x^r + y^r + z^r)$ for all $x, y, z \geq 0$.

This decomposition bears the advantage that only kernel density estimators with well-ordered bandwidths are compared. We focus on the estimation of $S_1$ and $S_3$ and start with $S_2$ using the selection scheme’s construction. Clearly, $j \in A$ as defined in (B.1). As a consequence the following inequality holds true

\[
S_2 \leq c_{14} \mathbb{E}_p^{\otimes n} \left[ \left( \hat{\sigma}_t^2(j) \log n \right)^{r/2} \cdot \mathbb{I} \left\{ \frac{\sigma_{t,\text{trunc}}^2(j)}{\hat{\sigma}_t^2(j)} - 1 \mid < 1 \right\} \right] + c_{14} \mathbb{E}_p^{\otimes n} \left[ \left( \hat{\sigma}_t^2(j) \log n \right)^{r/2} \cdot \mathbb{I} \left\{ \frac{\sigma_{t,\text{trunc}}^2(j)}{\hat{\sigma}_t^2(j)} - 1 \mid \geq 1 \right\} \right]
\]

\[
\leq 2^{r/2} c_{14} \left( \min \left\{ \sigma_{t,\text{trunc}}^2(j), \frac{\|K\|_2 c_1}{n^{2-|j|}} \right\} \log n \right)^{r/2} + c_{14} \left( \frac{\|K\|_2 c_1}{n^{2-|j|}} \log n \right)^{r/2} \mathbb{P}^{\otimes n} \left[ \left( \frac{\sigma_{t,\text{trunc}}^2(j)}{\hat{\sigma}_t^2(j)} - 1 \mid \geq 1 \right) \right],
\]

where we used the condition in the indicator function in the first summand to bound the estimated truncated variance $\hat{\sigma}_t^2(j)$ from above by $2\sigma_{t,\text{trunc}}^2$, and additionally the upper truncation level in the second summand. By the deviation inequality of Lemma 7.3, we can further estimate $S_2$ by

\[
S_2 \leq 2^{r/2} c_{14} \left( \sigma_{t,\text{trunc}}^2(j) \log n \right)^{r/2} + c_{14} \left( \frac{\|K\|_2 c_1}{n^{2-|j|}} \log n \right)^{r/2} \cdot 2 \exp \left( - \frac{3}{10\|K\|_2^2} \log^2 n \right).
\]

The second term is always of smaller order than the first term because $2^{-|j|} \leq 1$, and therefore for $n \geq 2$,

\[
\left( \frac{\|K\|_2 c_1}{n^{2-|j|}} \log n \right)^{r/2} \cdot 2 \exp \left( - \frac{3}{10\|K\|_2^2} \log^2 n \right) \leq c \left( \frac{\log^3 n}{n^2 (2^{-|j|})^2} \right)^{r/2}
\]

for some constant $c$ depending on $c_1$, $r$ and the kernel $K$ only. Finally,

\[
S_2 \leq c(\beta, L) \left( \sigma_{t,\text{trunc}}^2(j) \log n \right)^{r/2}.
\]
We will now turn to $S_3$, the third term in (7.15). We split the risk into bias and stochastic error. It holds

$$S_3 \leq \mathbb{E}_{p}^{\otimes n} \left( |\hat{p}_{n,j}(t) - \mathbb{E}_{p}^{\otimes n}\hat{p}_{n,j}(t)| + B_t(j) \right)^r$$

and by Lemma A.2

$$B_t(j) \leq c_{15}(\beta, L) \sqrt{\sigma_{\text{trunc}}^2(j) \log n}.$$ 

Denoting by

$$Z_k := \frac{\hat{p}_{n,k}(t) - \mathbb{E}_{p}\hat{p}_{n,k}(t)}{\sqrt{\sigma_{\text{trunc}}^2(k) \log n}}$$ 

for $k \in \mathcal{J}$, the decomposition (7.16), the bias variance relation (7.17) and the inequality $(x+y)^r \leq 2^{r-1}(x^r+y^r)$, $x, y \geq 0$ together with Lemma A.4 yields

$$S_3 \leq (\sigma_{\text{trunc}}^2(j) \log n)^{r/2} \cdot \mathbb{E}_{p}^{\otimes n} \left( |Z_j| + c_{15}(\beta, L) \right)^r$$

$$\leq (\sigma_{\text{trunc}}^2(j) \log n)^{r/2} \cdot 2^{r-1} \mathbb{E}_{p}^{\otimes n} \left( |Z_j| + c_{15}(\beta, L) \right)^r$$

$$\leq c(\beta, L) (\sigma_{\text{trunc}}^2(j) \log n)^{r/2}.$$ 

It remains to show an analogous result for $S_1$, the first term in (7.15). Clearly,

$$S_1 \leq \sum_{j \in \mathcal{J}} \mathbb{E}_{p}^{\otimes n} \left[ \left( |\hat{p}_{n,j}(t) - \mathbb{E}_{p}^{\otimes n}\hat{p}_{n,j}(t)| + |\hat{p}_{n,j \land \tilde{j}}(t) - \mathbb{E}_{p}^{\otimes n}\hat{p}_{n,j \land \tilde{j}}(t)| \right.$$

$$+ |b_t(j \land \tilde{j}) - b_t(j)| \right)^r \mathbb{1}\{\hat{\sigma}_j^2(j) \leq \hat{\sigma}_{\tilde{j}}^2(\tilde{j})\}.$$

By Lemma 7.1 and Lemma A.2,

$$|b_t(j \land \tilde{j}) - b_t(j)| \leq 2B_t(\tilde{j}) \leq 2c_{15}(\beta, L) \sqrt{\sigma_{\text{trunc}}^2(\tilde{j}) \log n}.$$ 

On account of this inequality and in view of (7.19), it suffices to bound the expectations in the following expression

$$S_1 \leq 3^{r-1} (\sigma_{\text{trunc}}^2(j) \log n)^{r/2}$$

$$\cdot \left\{ \sum_{j \in \mathcal{J}} \mathbb{E}_{p}^{\otimes n} \left[ \left( \frac{|\hat{p}_{n,j}(t) - \mathbb{E}_{p}^{\otimes n}\hat{p}_{n,j}(t)|}{\sqrt{\sigma_{\text{trunc}}^2(j) \log n}} \right)^r \mathbb{1}\{\hat{\sigma}_j^2(j) \leq \hat{\sigma}_{\tilde{j}}^2(\tilde{j}), \ j = \tilde{j}\} \right]$$

$$+ \sum_{j \in \mathcal{J}} \mathbb{E}_{p}^{\otimes n} \left[ \left( \frac{|\hat{p}_{n,j \land \tilde{j}}(t) - \mathbb{E}_{p}^{\otimes n}\hat{p}_{n,j \land \tilde{j}}(t)|}{\sqrt{\sigma_{\text{trunc}}^2(j) \log n}} \right)^r \mathbb{1}\{\hat{\sigma}_j^2(j) \leq \hat{\sigma}_{\tilde{j}}^2(\tilde{j}), \ j = \tilde{j}\} \right]$$

$$+ \sum_{j \in \mathcal{J}} 2^r c_{15}(\beta, L)^r \cdot \mathbb{P}^{\otimes n}(\tilde{j} = j) \right\}.$$
Denoting
\begin{equation}
A_{j,\hat{j}} := \left\{ \frac{\hat{\sigma}^2_{t,\text{trunc}}(\hat{j})}{\sigma^2_{t,\text{trunc}}(\hat{j})} - 1 < \frac{1}{2} \quad \text{and} \quad \frac{\hat{\sigma}^2_{t,\text{trunc}}(j)}{\sigma^2_{t,\text{trunc}}(j)} - 1 < \frac{1}{2} \right\},
\end{equation}

it follows
\begin{align*}
\sum_{\hat{j} \in \mathcal{J}} E_p^n \left[ \left( \frac{\hat{p}_{n,j}(t) - E_p^n \hat{p}_{n,j}(t)}{\sqrt{\sigma^2_{t,\text{trunc}}(\hat{j}) \log n}} \right)^r \mathbb{1}\{\hat{\sigma}^2_{t,\text{trunc}}(\hat{j}) \leq \hat{\sigma}^2_{t,\text{trunc}}(\hat{j})\} \cdot A_{j,\hat{j}} \right] \\
= \sum_{\hat{j} \in \mathcal{J}} E_p^n \left[ \left( \frac{\hat{p}_{n,j}(t) - E_p^n \hat{p}_{n,j}(t)}{\sqrt{\sigma^2_{t,\text{trunc}}(\hat{j}) \log n}} \right)^r \mathbb{1}\{\hat{\sigma}^2_{t,\text{trunc}}(\hat{j}) \leq \hat{\sigma}^2_{t,\text{trunc}}(\hat{j})\} \cdot A_{j,\hat{j}} \right] \\
+ \sum_{\hat{j} \in \mathcal{J}} E_p^n \left[ \left( \frac{\hat{p}_{n,j}(t) - E_p^n \hat{p}_{n,j}(t)}{\sqrt{\sigma^2_{t,\text{trunc}}(\hat{j}) \log n}} \right)^r \mathbb{1}\{\hat{\sigma}^2_{t,\text{trunc}}(\hat{j}) \leq \hat{\sigma}^2_{t,\text{trunc}}(\hat{j})\} \cdot A_{j,\hat{j}} \right] \\
=: S_{1,1} + S_{1,2}.
\end{align*}

Applying Lemma A.4 and Hölder’s inequality for any $p > 1$
\begin{align*}
S_{1,1} & \leq \left( \frac{3(1 \vee c_1 \|K\|_2^2)}{c_1 \|K\|_2^2} \right)^{r/2} \sum_{\hat{j} \in \mathcal{J}} E_p^n \left[ |Z_j|^r \mathbb{1}\{\hat{j} = j\} \right] \\
& \leq \left( \frac{3(1 \vee c_1 \|K\|_2^2)}{c_1 \|K\|_2^2} \right)^{r/2} \left( 1 + \sum_{\hat{j} \in \mathcal{J}} E_p^n \left[ |Z_j|^r \mathbb{1}\{|Z_j| \geq 1\} \mathbb{1}\{\hat{j} = j\} \right] \right) \\
& \leq \left( \frac{3(1 \vee c_1 \|K\|_2^2)}{c_1 \|K\|_2^2} \right)^{r/2} \left( 1 + \sum_{\hat{j} \in \mathcal{J}} E_p^n \left[ |Z_j|^r \mathbb{1}\{|Z_j| \geq 1\} \right]^{1/p} \mathbb{P}(\hat{j} = j)^{\frac{r-1}{p}} \right) \\
& \leq \left( \frac{3(1 \vee c_1 \|K\|_2^2)}{c_1 \|K\|_2^2} \right)^{r/2} \left( 1 + c_{28} \frac{8rp \log n}{\mathbb{P}(\hat{j} = j)^{\frac{r-1}{p}}} \right) \\
& \leq \left( \frac{3(1 \vee c_1 \|K\|_2^2)}{c_1 \|K\|_2^2} \right)^{r/2} \left( 1 + c_{28} \frac{8rp \log n}{\mathbb{P}(\hat{j} = j)^{\frac{r-1}{p}}} \right)^{\frac{r-1}{p} \cdot |\mathcal{J}|^\frac{1}{p}}.
\end{align*}

By the constraint $2^{-|\mathcal{J}|} \geq \log^2 n/n$ for any $j \in \mathcal{J}$, there exists some constant $c > 0$ such that
\begin{equation*}
|\mathcal{J}| \leq c (\log n)^d.
\end{equation*}

Setting finally $p = d \log n$, yields
\begin{equation*}
S_{1,1} \leq c(\beta^*, L^*).
\end{equation*}
As concerns $S_{1,2}$, by the Cauchy-Schwarz inequality,

$$S_{1,2} \leq \sum_{j \in J} \left( \frac{\sigma_{t,\text{trunc}}^2(j)}{\sigma_{t,\text{trunc}}^2(j)} \right)^{r/2} \mathbb{E}_p^{\otimes n}[|Z_j|^r \mathbb{1}\{j = j\} \mathbb{1}_{A_{t,j}^c}]$$

$$\leq \sum_{j \in J} \left( \frac{\sigma_{t,\text{trunc}}^2(j)}{\sigma_{t,\text{trunc}}^2(j)} \right)^{r/2} \mathbb{E}_p^{\otimes n}[|Z_j|^{2r} \mathbb{1}\{j = j\}]^{1/2}$$

$$\cdot \left\{ \frac{\mathbb{P}^{\otimes n}}{1} \left( \frac{\sigma_{t,\text{trunc}}^2(j)}{\sigma_{t,\text{trunc}}^2(j)} - 1 \right) \geq \frac{1}{2} \right\} + \mathbb{P}^{\otimes n} \left( \frac{\sigma_{t,\text{trunc}}^2(j)}{\sigma_{t,\text{trunc}}^2(j)} - 1 \right) \geq \frac{1}{2} \right\}^{1/2}.$$ 

Via the lower and upper truncation levels in the definition of $\sigma_{t,\text{trunc}}^2$,

$$\sigma_{t,\text{trunc}}^2(k) \leq \frac{c_1(\beta, L) \sigma_{t,\text{trunc}}^2(j \wedge j)}{\log^4 n} \quad \text{for any } k, l \in J,$$

and the remaining expectation $\sum_{j \in J} \mathbb{E}_p^{\otimes n}[|Z_j|^{2r} \mathbb{1}\{j = j\}]$ can be bounded by Lemma A.4 as above. Finally, the probabilities compensate (7.22) by Lemma 7.3. As concerns the expectation in (7.20), we proceed analogously using

$$\sigma_{t,\text{trunc}}^2(j \wedge j) \leq c_1 \beta, L \sigma_{t,\text{trunc}}^2(j) \vee \sigma_{t,\text{trunc}}^2(j)$$

by Lemma 7.2 and $\sigma_{t,\text{trunc}}^2(j) \leq c(\beta, L) \sigma_{t,\text{trunc}}^2(j)$ on $A_{j,j} \cap \{\sigma_j^2(j) \leq \sigma_j^2(j)\}$. Combining the results for $S_1$, $S_2$ and $S_3$ proves that $R^+$ as defined in (7.14) is estimated by

$$R^+ \leq c(\beta, L) (\sigma_{t,\text{trunc}}^2(j) \log n)^{r/2}.$$ 

To deduce a similar inequality for $R^-$, it remains to investigate the probability

$$\mathbb{P}^{\otimes n}\left( \tilde{\sigma}_j^2(j) > \hat{\sigma}_j^2(j) \right),$$

since $\hat{p}_n$ and $p$ are both upper bounded by $c_1$. If $\hat{\sigma}_j^2(j) > \tilde{\sigma}_j^2(j)$, then $j$ cannot be an admissible exponent, see (B.1), because $j$ had not been chosen in the minimization problem (B.3) otherwise. Hence, by definition there exists a multiindex $m \in J$ with $\hat{\sigma}_j^2(m) \geq \tilde{\sigma}_j^2(j)$ such that

$$|\hat{p}_{n,j \wedge m}(t) - \hat{p}_{n,m}(t)| > c_{14} \sqrt{\sigma_j^2(m) \log n}.$$ 

Subsuming, we get

$$\mathbb{P}^{\otimes n}\left( \hat{\sigma}_j^2(j) > \tilde{\sigma}_j^2(j) \right)$$

$$\leq \sum_{m \in J} \mathbb{P}^{\otimes n}\left( |\hat{p}_{n,j \wedge m}(t) - \hat{p}_{n,m}(t)| > c_{14} \sqrt{\sigma_j^2(m) \log n} \right) \wedge \hat{\sigma}_j^2(m) \geq \tilde{\sigma}_j^2(j) \right),$$
and we divide the absolute value of the difference of the kernel density estimators as in (7.19) into the difference of biases \( |b_{\ell}(j \land m) - b_{\ell}(m)| \) and two stochastic terms \(|\hat{p}_{n,j\land m}(t) - E_p^{n\land m}\hat{p}_{n,j\land m}(t)|\) and \(|\hat{p}_{n,m}(t) - E_p^{n\land m}\hat{p}_{n,m}(t)|\). As before, \(|b_{\ell}(j \land m) - b_{\ell}(m)| \leq 2B_{\ell}(j) \leq 2c_{15}(\beta, L)\sqrt{\sigma^2_{t,\text{trunc}}(j) \log n}\) by Lemma 7.1 and Lemma A.2, leading to the inequality

\[
P^{\otimes n}\left(\hat{\sigma}^2_t(j) > \sigma^2_t(j)\right)
\]

\[
\leq \sum_{m \in \mathcal{J}} P^{\otimes n}\left(|\hat{p}_{n,j \land m}(t) - E_p^{n\land m}\hat{p}_{n,j \land m}(t)| + |\hat{p}_{n,m}(t) - E_p^{n\land m}\hat{p}_{n,m}(t)|
\right.
\]

\[
> c_{14} \sqrt{\hat{\sigma}^2_t(m) \log n} - 2c_{15}(\beta, L)\sqrt{\sigma^2_{t,\text{trunc}}(j) \log n} ,
\hat{\sigma}^2_t(m) \geq \sigma^2_t(j)
\]

\[
\leq \sum_{m \in \mathcal{J}} \left(P^{\otimes n}(B_{1,m}) + P^{\otimes n}(B_{2,m})\right)
\]

with

\[
B_{1,m} := \left\{|\hat{p}_{n,j \land m}(t) - E_p^{n\land m}\hat{p}_{n,j \land m}(t)|
\right.
\]

\[
> 1/2 \left( c_{14} \sqrt{\hat{\sigma}^2_t(m) \log n} - 2c_{15}(\beta, L)\sqrt{\sigma^2_{t,\text{trunc}}(j) \log n} ,
\hat{\sigma}^2_t(m) \geq \sigma^2_t(j)\right)\}
\]

\[
B_{2,m} := \left\{|\hat{p}_{n,m}(t) - E_p^{n\land m}\hat{p}_{n,m}(t)|
\right.
\]

\[
> 1/2 \left( c_{14} \sqrt{\hat{\sigma}^2_t(m) \log n} - 2c_{15}(\beta, L)\sqrt{\sigma^2_{t,\text{trunc}}(j) \log n} ,
\hat{\sigma}^2_t(m) \geq \sigma^2_t(j)\right)\}.
\]

To start with the second probability, we intersect event \(B_{2,m}\) with \(A_{m,j}\) as defined in (7.21). Obviously,

\[
P^{\otimes n}(B_{2,m}) \leq P^{\otimes n}(B_{2,m} \cap A_{m,j}) + P^{\otimes n}(A_{m,j}).
\]

The definition of \(c_{14}\) and Lemma A.3 allow to bound the probability

\[
P^{\otimes n}(B_{2,m} \cap A_{m,j}) \leq P^{\otimes n}\left(\frac{|\hat{p}_{n,m}(t) - E_p^{n\land m}\hat{p}_{n,m}(t)|}{\sqrt{\sigma^2_{t,\text{trunc}}(m) \log n}} > c_{16}(\beta, L)\right)
\]

\[
(7.23)
\]

\[
\leq 2 \exp\left(-\frac{c_{16}(\beta, L)^2 \land c_{16}(\beta, L) \log n}{4}\right)
\]

with

\[
c_{16}(\beta, L) := \left(\frac{c_{14}}{2} - c_{15}(\beta, L)\sqrt{\frac{2}{c_1||K||^2}}\right) \land \left(\frac{1}{2} \sqrt{\frac{c_1||K||^2}{2} - c_1||K||^2}\right).
\]

\[
(7.24)
\]
At this point, we specify a lower bound on \( c_{14} \). Precisely, \( c_{14} \) has to be chosen large enough to guarantee that

\[
(7.25) \quad \frac{c_{16}(\beta, L)^2 \wedge c_{16}(\beta, L)}{4} \geq \frac{r \beta}{\beta + 1} + 1
\]

for any \( \beta \) in the range of adaptation. Finally, by means of Lemma 7.3,

\[
\mathbb{P}^\otimes_n(A^c_{m,j}) \leq \mathbb{P}^\otimes_n\left( \frac{\hat{\sigma}^2_{t,\text{trunc}}(\hat{j})}{\sigma^2_{t,\text{trunc}}(\hat{j})} - 1 \geq \frac{1}{2} \right) + \mathbb{P}^\otimes_n\left( \frac{\hat{\sigma}^2_{t,\text{trunc}}(m)}{\sigma^2_{t,\text{trunc}}(m)} - 1 \geq \frac{1}{2} \right)
\]

which is of smaller order than the bound in (7.28). Altogether, with this restriction on \( c_{14} \),

\[
\mathbb{P}^\otimes_n(B_{2,m}) \leq c(\beta, L) (\sigma^2_{t,\text{trunc}}(\hat{j}) \log n)^{r/2}.
\]

By Lemma 7.2, the probability \( \mathbb{P}^\otimes_n(B_{1,m}) \) can be bounded in the same way using additionally

\[
\sigma^2_{t,\text{trunc}}(\hat{j} \wedge m) \leq c_{13}(\beta, L) (\sigma^2_{t,\text{trunc}}(\hat{j}) \vee \sigma^2_{t,\text{trunc}}(m)) = c(\beta, L) \sigma^2_{t,\text{trunc}}(m),
\]

because \( \sigma^2_{t,\text{trunc}}(\hat{j}) \leq c(\beta, L) \sigma^2_{t,\text{trunc}}(m) \) on the event \( A_{m,j} \cap \{ \hat{\sigma}^2_t(m) \geq \hat{\sigma}^2_t(\hat{j}) \} \). Summarizing,

\[
(7.27) \quad \mathbb{P}^\otimes_n\left( \hat{\sigma}^2_t(\hat{j}) > \sigma^2_{t,\text{trunc}}(\hat{j}) \right) \leq c(\beta, L) (\sigma^2_{t,\text{trunc}}(\hat{j}) \log n)^{r/2}.
\]

Finally, by Lemma A.2,

\[
\left( \mathbb{P}^\otimes_p[\hat{p}_{n,j}(t) - p(t)]^r \right)^{1/r} \leq c(\beta, L) \left\{ \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta + 1}} \vee \left( \frac{p(t) \log n}{n} \right)^{\frac{\beta}{2\beta + 1}} \right\} \sqrt{\log n}.
\]

This completes the proof of Theorem 3.2. The proof of Theorem 5.1 follows the same lines except for the following modifications. We write

\[
\mathbb{E}_p^\otimes [\hat{p}_{n,j}(t) - p(t)]^r = \mathbb{E}_p^\otimes [\hat{p}_{n,j}(t) - p(t)]^r \cdot \mathbb{1} \{ \hat{j} \leq \bar{j} \} + \mathbb{E}_p^\otimes [\hat{p}_{n,j}(t) - p(t)]^r \cdot \mathbb{1} \{ \hat{j} > \bar{j} \} =: \tilde{R}^+ + \tilde{R}^-,
\]

where this time \( \tilde{R}^+ \) is decomposed as

\[
(7.28) \quad \tilde{R}^+ \leq 2^{r-1}\left( \mathbb{E}_p^\otimes [\hat{p}_{n,j}(t) - \hat{p}_{n,j}(t)]^r \cdot \mathbb{1} \{ \hat{j} \leq \bar{j} \} + \mathbb{E}_p^\otimes [\hat{p}_{n,j}(t) - p(t)]^r \cdot \mathbb{1} \{ \hat{j} \leq \bar{j} \} \right) =: 2^{r-1}(\bar{S}_1 + \bar{S}_3).
\]
Here, \( \bar{j} \) corresponds to the reference bandwidth \( \bar{h} \) defined in (7.47). We need to verify the bounds

\[
B_t(\bar{j}) \leq c(\beta, L) \sqrt{\sigma^2_{t,\text{trunc}}(\bar{j}) \log n}
\]

\[
\sqrt{\sigma^2_{t,\text{trunc}}(\bar{j})} \leq c(\beta, L) \left( \frac{\log n}{n} \right)^{\frac{2}{\beta+d}}
\]

for isotropic Hölder smoothness of arbitrary \( \beta > 0 \) and \( d(\partial \Gamma_p, t) \leq (\log n/n)^{1/(\beta+d)} \). Since for any \( x \in \mathbb{R}^d \) the corresponding value of \( p \) is bounded by \( p(x) \leq L d(\partial \Gamma_p, x)^\beta \) and in particular \( p(t) \leq L (\log n/n)^{\beta/(\beta+d)} \), we obtain

\[
\bar{h} \leq c(\beta, L) \left( \frac{\log n}{n} \right)^{\frac{1}{\beta+d}}
\]

The first bound (7.29) is a consequence of the classical upper bound on the bias for higher order kernels, whereas the second bound (7.30) follows by Lemma A.1 (iii). The terms \( \tilde{S}_1 \) and \( \tilde{S}_3 \) in (7.28) then require no further arguments. As concerns \( \tilde{R}^- \), it remains to investigate

\[
\mathbb{P}^{\otimes n} (\hat{j} > \bar{j}) \leq \sum_{m > \bar{j}} \mathbb{P}^{\otimes n} \left( |\hat{p}_{n,\bar{j}} - \hat{p}_{n,m}(t)| > c_{14} \sqrt{\sigma^2_{t}(m) \log n} \right).
\]

Note that only indices \( m > \bar{j} \) are taken into account. In order to line up with the previously developed arguments, it is sufficient to prove

\[
\sigma^2_{t,\text{trunc}}(\bar{j}) \leq c(\beta, L) \sigma^2_{t,\text{trunc}}(m)
\]

for all \( m > \bar{j} \). Since \( p(t) \leq L d(\partial \Gamma_p, t)^\beta \leq L (\log n/n)^{\beta/(\beta+d)} \), the reference bandwidth \( \bar{h} \) satisfies

\[
c_{11}(\beta, L) \left( \frac{\log n}{n} \right)^{\frac{1}{\beta+d}} \leq \bar{h} \leq c_{26}(\beta, L) \left( \frac{\log n}{n} \right)^{\frac{1}{\beta+d}}
\]

for some constant \( c_{26}(\beta, L) > c_{11}(\beta, L) \). By Lemma A.1 (iii),

\[
\sigma^2_{t}(\bar{h}) \leq \frac{L \| K \|^2}{nh^d} (c_{26}(\beta, L) + 1)^\beta \left( \frac{\log n}{n} \right)^{\frac{2}{\beta+d}} \leq c(\beta, L) \frac{\log^2 n}{n^2 h^{2d}},
\]

which is for \( h < \bar{h} \) smaller than

\[
\frac{\log^2 n}{n^2 h^{2d}} \leq \sigma^2_{t,\text{trunc}}(h),
\]

that is, (7.31) is verified. The further proof can then be conducted as before for Theorem 3.2. \( \square \)
Proof of Theorem 3.3. Before we construct the densities $p_n$ and $q_n$, we first specify their amplitudes $\Delta_n$ and $\delta_n$ in $t$, respectively. Let

$$\Delta_n := n^{-\frac{\beta}{2-\beta}} \cdot \varphi(n)$$

and

$$\delta_n := 4c_3(\beta_1^*, L_1^*, r) \left( \frac{\Delta_n}{n} \right)^{\frac{\beta_1}{2-\beta}} (\log n)^{3/2}$$

for

$$\varphi(n) := n^{-\frac{\beta_1}{2-\beta} - \frac{\Delta_0}{2-\beta}}$$

(7.32)

converging to infinity. Note first that with this choice of $\varphi(n)$ it holds that $\Delta_n = n^{-\beta_2/(\beta_2 + 1)}$ and hence tends to zero as $n$ goes to infinity. The amplitude $\delta_n$ is smaller than $\Delta_n$ for sufficiently large $n$ and hence also tends to zero. Furthermore, it holds

$$\delta_n = 4c_3(\beta_1^*, L_1^*, r) \cdot n^{-\frac{\beta_1}{2-\beta}} \cdot n^{-\frac{\Delta_0}{2-\beta}} \cdot (\log n)^{3/2} = o\left(n^{-\frac{\beta_1}{2-\beta}}\right)$$

and thus the conditions (3.3) are fulfilled.

Denote by $K(\cdot; \beta_i)$, $i = 1, 2$ the univariate, symmetric and non-negative functions to the Hölder exponent $\beta_i$, respectively, as defined in (C.1), normalized by appropriate choices of $c_1(\beta_i)$ such that both functions integrate to one. Let $L_i = \hat{L}_i(\beta_i)$, $i = 1, 2$ be such that $K(\cdot; \beta_i) \in \mathcal{P}_1(\beta_i, \hat{L}_i)$. Note that $K(\cdot; h, \beta_i) := h^\beta L_i K(\cdot; h; \beta_i)$ has the same Hölder regularity as $K$ (as opposed to $K_h(\cdot; \beta_i) := h^{-\beta} K(\cdot/h; \beta_i)$, which has the same Hölder parameter $\beta_i$ but not necessarily the same $L_i$).

To ensure that $p_n(t) = \Delta_n$ we use the scaled version $K(\cdot - t; g_{1,n}, \beta_1)$ for some bandwidth $g_{1,n}$ defined below, preserving the Hölder regularity. In order to re-establish integrability to one, a second part is added alongside. The density $q_n$ is then defined as $p_n$ with a perturbation added and subtracted around $t$, i.e.

$$p_n(x) = K(x - t; g_{1,n}, \beta_1) + K(x - t - g_{1,n} - g_{2,n} - g_{1,n}, \beta_1) \in \mathcal{P}_1(\beta_1, L_1)$$

$$q_n(x) = p_n(x) - K(x - t; h_n, \beta_2) + K(x - t - 2h_n; h_n, \beta_2) \in \mathcal{P}_1(\beta_2, L_2),$$

with

$$g_{1,n} := \left( \frac{\Delta_n}{K(0; \beta_1)} \right)^{\frac{1}{\pi}}$$

$$g_{2,n} := \left( 1 - \frac{\Delta_0^+}{\Delta_n} \right)^{\frac{1}{\pi}}$$

$$h_n := \left( \frac{\Delta_n - \delta_n}{K(0; \beta_2)} \right)^{\frac{1}{\pi}}.$$

and suitable constants $L_1$ and $L_2$ independent of $n$. The construction of the hypotheses is depicted in Figure 3. Recall that the particular construction of $K(\cdot; h, \beta)$ does not change the Hölder parameters and note that the classes $\cup_{L>0} \mathcal{C}(\mathcal{P}_1(\beta, L), 0 < \beta \leq 2$ are nested ($\mathcal{C}$ denotes the set of continuous functions from $\mathbb{R}$ to $\mathbb{R}$ of compact support). The bandwidth $g_{1,n}$ tends to zero and hence $g_{2,n}$ converges to one. In particular, $g_{2,n}$ is positive for sufficiently large $n$. In turn, $h_n$ ensures that
($q_n(t) = \delta_n$. Note furthermore that $\Delta_n > \Delta_n - \delta_n$ and $K(0; \beta_1) < K(0; \beta_2)$ since the constant $c_{17}(\beta)$ is monotonously increasing in $\beta$ and $\beta_2 < \beta_1$. Thus, $h_n$ is smaller than $g_{1,n}$ and consequently $q_n$ is non-negative for sufficiently large $n$.

\[\Delta_n - \delta_n\]

\[\delta_n\]

\[t \in \beta_{1,n} \cup \beta_{2,n}\]

**Fig 3.** Construction of $p_n$ (dashed line) and $q_n$ (solid line)

Let $T_n(t)$ be an arbitrary estimator with property (3.4). Note first that we can pass on to the consideration of the estimator

\[\tilde{T}_n(t) := T_n(t) \cdot \mathbb{1}\{T_n(t) \leq 2\Delta_n\},\]

since it both improves the quality of estimation of $p_n(t)$ and $q_n(t)$: Obviously,

\[
\mathbb{E}_{p_n}^{\otimes n}[\tilde{T}_n(t) - p_n(t)] = \mathbb{E}_{p_n}^{\otimes n}[p_n(t) \cdot \mathbb{1}\{T_n(t) - p_n(t) > p_n(t)\}]
+ \mathbb{E}_{p_n}^{\otimes n}[|T_n(t) - p_n(t)| \cdot \mathbb{1}\{T_n(t) - p_n(t) \leq p_n(t)\}]
\leq \mathbb{E}_{p_n}^{\otimes n}|T_n(t) - p_n(t)|
\]

and because of $q_n(t) \leq p_n(t)$ also

\[
\mathbb{E}_{q_n}^{\otimes n}|\tilde{T}_n(t) - q_n(t)| \leq \mathbb{E}_{q_n}^{\otimes n}|T_n(t) - q_n(t)|.
\]

As in the proof of the constrained risk inequality in Cai, Low and Zhao (2007), by reverse triangle inequality holds

\[
\mathbb{E}_{q_n}^{\otimes n}|\tilde{T}_n(t) - q_n(t)| \geq (\Delta_n - \delta_n) - \mathbb{E}_{q_n}^{\otimes n}|\tilde{T}_n(t) - p_n(t)|.
\]

In contrast to their proof, we need the decomposition

\[
\mathbb{E}_{q_n}^{\otimes n}|\tilde{T}_n(t) - q_n(t)|
\geq (\Delta_n - \delta_n) - \mathbb{E}_{q_n}^{\otimes n}|T_n(t) - p_n(t)|\mathbb{1}_{B_n} - \mathbb{E}_{q_n}^{\otimes n}|\tilde{T}_n(t) - p_n(t)|\mathbb{1}_{B_n'}
\]

\begin{equation}
(7.33)
\end{equation}

where

\[B_n := \left\{ x = (x_1, \ldots, x_n) \in \mathbb{R}^n : \prod_{i=1}^n \frac{q_n(x_i)}{p_n(x_i)} \leq \frac{\Delta_n}{\delta_n} \right\}.
\]
By definition of $\Delta_n$ and $\delta_n$ in (7.32) and the risk bound (3.4) the first two summands in (7.33) can be further estimated by

$$(\Delta_n - \delta_n) - S_1 \geq (\Delta_n - \delta_n) - \mathbb{E}_{p_n} \left| T_n(t) - p_n(t) \right| \cdot \frac{\Delta_n}{\delta_n}$$

$$\geq (\Delta_n - \delta_n) \left( 1 - \frac{c_3(\beta_1^*, L_1^*, r) \left( \frac{\Delta_n}{\delta_n} \right)^{\frac{4}{3} \cdot \left( \log n \right)^{-3/2}}}{\Delta_n - \delta_n} \right)$$

$$= \delta_n \left( \frac{g(n) \beta_1 \left( \log n \right)^{-3/2}}{4c_3(\beta_1^*, L_1^*, r)} - 1 \right) \cdot \left( 1 - \frac{c_3(\beta_1^*, L_1^*, r) \left( \frac{\Delta_n}{\delta_n} \right)^{\frac{4}{3} \cdot \left( \log n \right)^{-3/2}} \Delta_n}{\Delta_n \left( 1 - 4c_3(\beta_1^*, L_1^*, r) \cdot g(n)^{\frac{4}{3} \cdot \left( \log n \right)^{-3/2}} \right)} \right),$$

which is lower bounded by

$$(\Delta_n - \delta_n) - S_1 \geq \delta_n \frac{g(n) \beta_1 \left( \log n \right)^{-3/2}}{8c_3(\beta_1^*, L_1^*, r)} \left( 1 - \frac{2c_3(\beta_1^*, L_1^*, r) \left( \frac{\Delta_n}{\delta_n} \right)^{\frac{4}{3} \cdot \left( \log n \right)^{-3/2}}}{\Delta_n} \right)$$

$$= \delta_n \frac{g(n) \beta_1 \left( \log n \right)^{-3/2}}{16c_3(\beta_1^*, L_1^*, r)}$$

for sufficiently large $n$. Furthermore,

$$S_2 \leq 2\Delta_n \cdot Q_n^\otimes(B_n^c) = \delta_n \frac{g(n) \beta_1 \left( \log n \right)^{-3/2}}{2c_3(\beta_1^*, L_1^*, r)} \cdot Q_n^\otimes(B_n^c),$$

and it remains to show that $Q_n^\otimes(B_n^c)$ tends to zero. By Markov's inequality,

$$Q_n^\otimes(B_n^c) = Q_n^\otimes \left( \prod_{i=1}^{n} \frac{q_n(X_i)}{p_n(X_i)} > \frac{\Delta_n}{\delta_n} \right)$$

$$\leq \delta_n \frac{g_n q_n(X_1)}{p_n(q_n(X_1))}$$

$$\leq \delta_n \left( 1 + \int \frac{q_n(x)}{p_n(x)} q_n(x) \left( \{ q_n(x) > p_n(x) \} \right) dx \right)$$

$$\leq \delta_n \left( 1 + \frac{(2\Delta_n - \delta_n)^2}{K(3h_n; g_{1,n}; \beta_1)} \cdot 2h_n \right)^n$$

$$\leq \delta_n \left( 1 + \frac{4\Delta_n^2}{g_{1,n} K(3h_n; g_{1,n}; \beta_1)} \cdot 2h_n \right)^n$$

$$= \delta_n \left( 1 + c(\beta_1, \beta_2) \frac{\Delta_n^2}{g_{1,n} K(3h_n; g_{1,n}; \beta_1)} \cdot (\Delta_n - \delta_n) \right)^n$$

$$\leq \delta_n \left( 1 + c(\beta_1, \beta_2) \frac{\Delta_n^2}{\Delta_n - \delta_n} \right)^n$$
for sufficiently large \( n \), where the last inequality is due to

\[
h_n/g_{1,n} = c(\beta_1, \beta_2) \Delta_n^{\frac{\beta_1+\beta_2}{\beta_2}} \to 0,
\]

i.e. \( K(3h_n/g_{1,n}; \beta_1) \) stays uniformly bounded away from zero. Finally,

\[
Q_n^\otimes(B_{c_n}^c) \leq \delta_n \Delta_n \exp\left(n \log\left(1 + c(\beta_1, \beta_2) \Delta_n^{\frac{\beta_2+1}{\beta_2}}\right)\right)
\]

and

\[
n\Delta_n^{\frac{\beta_2+1}{\beta_2}} = 1,
\]

such that

\[
Q_n^\otimes(B_{c_n}^c) \leq c(\beta_1, \beta_2) \frac{\delta_n}{\Delta_n} \to 0.
\]

7.2. Proofs of Section 4. Let \( K_g(\cdot) = g^{-d}K(\cdot/g) \) with \( g = g_{\beta_L/2,d} \) the specific kernel as described in Appendix C and define \( K(\cdot; h, \beta) := h^\beta K(\cdot/h; \beta) \). The proof of Theorem 4.4 requires sharp estimates of the Lebesgue volume

\[
\Lambda_d(K_g(\cdot; h, \beta), \varepsilon) := \lambda^d \left\{ x \in \mathbb{R}^d : 0 < K_g(x; h, \beta) \leq \varepsilon \right\}
\]

of complementary level sets of \( K_g(\cdot; h, \beta) \), provided by the following lemma.

**Lemma 7.4.** For any bandwidth \( g \) and \( h \) and

\[
\varepsilon \leq c_{17}(\beta) \cdot 2^{-\beta} h^\beta g^{-d}
\]

the volume of the complementary level sets defined in (7.34) is upper bounded by

\[
\Lambda_d(K_g(\cdot; h, \beta), \varepsilon) \leq c_{17}(\beta) dV_d \cdot (gh)^{d-1} g^\frac{\beta+d}{2} \varepsilon^{\frac{d}{2}},
\]

where \( V_d \) denotes the volume of the \( d \)-dimensional unit ball.

**Proof.** Note first, that both the support and the level sets of \( K_g(\cdot; h, \beta) \) are concentric balls and hence \( \Lambda_d(K_g(\cdot; h, \beta), \varepsilon) \) is for \( \varepsilon \leq c_{17}(\beta) \cdot 2^{-\beta} h^\beta g^{-d} \) the volume of a spherical shell with inner radius larger than the radius \( gh/2 \), which is just the radius of the sphere where the definition of \( K_g(\cdot; h, \beta) \) splits in case of \( 1 < \beta \leq 2 \). Both the cases \( \beta \leq 1 \) and \( 1 < \beta \leq 2 \) can hence be treated at once. The volume of a \( d \)-dimensional spherical shell with outer radius \( R \) and inner radius \( r \leq R \)
equals $V_d(R^d - r^d)$. An induction on the dimension $d$ shows that this is in turn upper bounded by
\begin{equation}
\chi^d(B_R(0)) - \chi^d(B_r(0)) \leq dV_d R^{d-1}(R - r).
\end{equation}
For $d = 1$ this holds immediately. For $d = 2$ we have
\[ R^2 - r^2 = (R + r)(R - r) \leq 2R(R - r). \]
If the inequality holds for $d - 1$, we obtain
\begin{align*}
R^d - r^d &= R^{d-1}(R - r) + r(R^{d-1} - r^{d-1}) \\
&\leq R^{d-1}(R - r) + R(d-1)R^{d-2}(R - r) \\
&= dR^{d-1}(R - r).
\end{align*}

Since $K_g(x; h, \beta)$ attains $\varepsilon$ on the sphere with radius $gh - c_{17}(\beta) \cdot \frac{1}{h^\gamma} g^{\frac{d+4}{\beta}} \varepsilon^{\frac{1}{\beta}}$ for $\varepsilon \leq c_{17}(\beta) \cdot 2^{-\beta}h^\beta g^{-d}$,
\[ \Lambda_d(K_g(\cdot; h, \beta), \varepsilon) \leq c_{17}(\beta) dV_d \cdot (gh)^{d-1} g^{\frac{d+4}{\beta}} \varepsilon^{\frac{1}{\beta}}. \]

Proof of Theorem 4.4. Since we measure the risk with respect to the $L_1$-type distance $d_\Delta$ it does not suffice to reduce the problem to two hypotheses. Instead, we use Assouad’s hypercube technique where the hypotheses constitute an $m$-dimensional hypercube and thereby reduce the problem of testing $m$ problems to $m$ problems of testing two hypotheses. As before, we construct a Hölder smooth density with prescribed regularity $(\beta, L)$ using the function $K_g(x; \beta)$ and a perturbation based on $K_g(x; h_n, \beta)$ with bandwidth
\begin{equation}
h_n := (2n)^{-\gamma/\beta}.
\end{equation}
Recall that $K_g(\cdot; h_n, \beta)$ implicitly depends on $L$ via $g$. Furthermore, choose
\begin{equation}
m_n = \lfloor h_n^\gamma \beta^{-d} \rfloor + 1.
\end{equation}
Now choose points $z_i = (z_{i,1}, \ldots, z_{i,d}), i = 1, \ldots, m_n$ in $B_{g/2}(0)$ separated in each coordinate by at least $2qh_n$, which is possible for $n$ large enough since the total support volume of all perturbations is of the order $m_n (gh_n)^d$ and tends to zero. These points are shifted outside the support of $K_g$ and the new points are denoted by
\begin{align*}
\tilde{z}_{i,1} &= z_{i,1} + 2g, \\
\tilde{z}_{i,j} &= z_{i,j}, & j = 2, \ldots, d
\end{align*}
for $i = 1, \ldots, m_n$. Then, for $\omega = (\omega_1, \ldots, \omega_{m_n}) \in \Omega := \{0, 1\}^{m_n}$ denote the hypotheses by
\begin{align*}
p_{\omega,n}(x) &= K_g(x; \beta) + \sum_{k=1}^{m_n} \omega_k [K_g(x - z'_k; h_n, \beta) - K_g(x - z_k; h_n, \beta)],
\end{align*}
their supports by \( \Gamma_{p_{\omega,n}} \) and the corresponding probability measures by \( \mathbb{P}_{\omega,n} \). Obviously, \( p_{\omega,n} \) is for sufficiently large \( n \) a density again and is contained in \( \mathcal{P}_d(\beta, L) \).

We will now show that \( p_{\omega,n} \) has the right margin exponent as well. For sufficiently large \( n \) it holds

\[
\Lambda_d(p_{\omega,n}, \varepsilon) \leq \Lambda_d(K_\gamma, \varepsilon) + m_n \Lambda_d(K_\beta(\cdot; h_n, \beta), \varepsilon) \mathbb{1} \left\{ \varepsilon \leq c_{17}(\beta) \cdot 2^{-\beta} h_n^\beta g^{-d} \right\} + 2m_n V_d \cdot (g h_n)^d \mathbb{1} \left\{ \varepsilon > c_{17}(\beta) \cdot 2^{-\beta} h_n^\beta g^{-d} \right\}.
\]  

(7.38)

Now, because \( m_n \leq h_n^{-\beta-d} + 1 \leq 2 h_n^{-\beta-d} \), Lemma 7.4 yields

\[
m_n \Lambda_d(K(\cdot; h_n, \beta), \varepsilon) \mathbb{1} \left\{ \varepsilon \leq c_{17}(\beta) \cdot 2^{-\beta} h_n^\beta g^{-d} \right\} \leq c(\beta, L) \cdot h_n^{-\beta-d} h_n^{-d} \mathbb{1} \left\{ \varepsilon \leq c_{17}(\beta) \cdot 2^{-\beta} h_n^\beta g^{-d} \right\} = c(\beta, L) \cdot h_n^{-\beta-d} \mathbb{1} \left\{ \varepsilon \leq c_{17}(\beta) \cdot 2^{-\beta} h_n^\beta g^{-d} \right\} \leq (\beta, L) \cdot c_{17}(\beta) \cdot 2^{-\beta} h_n^\beta g^{-d} \mathbb{1} \left\{ \varepsilon \leq c_{17}(\beta) \cdot 2^{-\beta} h_n^\beta g^{-d} \right\}.
\]  

(7.39)

where the last inequality is due to the property \( \gamma \beta \leq 1 \). Furthermore, since \( m_n h_n^d \leq 2 h_n^\beta \), we can derive a similar bound for the last term in (7.38)

\[
2m_n V_d \cdot (g h_n)^d \mathbb{1} \left\{ \varepsilon > c_{17}(\beta) \cdot 2^{-\beta} h_n^\beta g^{-d} \right\} \leq c(\beta, L, \gamma) \cdot \varepsilon^{-\gamma} \mathbb{1} \left\{ \varepsilon > c_{17}(\beta) \cdot 2^{-\beta} h_n^\beta g^{-d} \right\}.
\]  

(7.40)

Clearly, for \( \varepsilon \leq c_{17}(\beta) \cdot 2^{-\beta} g^{-d} \wedge 1 \), Lemma 7.4 also yields

\[
\Lambda_d(K_\gamma, \varepsilon) \leq c(\beta, L) \cdot \varepsilon^{-\gamma} \leq c(\beta, L) \cdot \varepsilon^{-\gamma}
\]  

(7.41)

using the property \( \gamma \beta \leq 1 \) again. In summary, inequality (7.38) simplifies with (7.39), (7.41) and (7.42) for \( \varepsilon \leq c_{16}(\beta) \cdot 2^{-\beta} g^{-d} \wedge 1 \) to

\[
\Lambda_d(p_{\omega,n}, \varepsilon) \leq c(\beta, L, \gamma) \cdot \varepsilon^{-\gamma},
\]

i.e. there exist constants \( \kappa_1 = c_{16}(\beta, L) \) and \( \kappa_2 = c_{16}(\beta, L, \gamma) \) such that \( p_{\omega,n} \) fulfills the \( \kappa \)-margin condition.

It remains to show that \( p_{\omega,n} \) also satisfies the complexity condition. To check this condition, two different types of decompositions are considered, depending on whether \( \varepsilon \leq g h_n \) or \( \varepsilon > g h_n \). For \( \varepsilon \leq g h_n \) we consider the canonical disjoint decomposition \( \Gamma_{p_{\omega,n}} = \Gamma_{p_{\omega,n}} \cup \emptyset =: A_{1,\varepsilon} \cup A_{2,\varepsilon} \). Clearly, by formula (7.35),

\[
\lambda \left( \Gamma_{p_{\omega,n}} \setminus \Gamma_{p_{\omega,n}} \right) \leq V_d \cdot \left( (g + \varepsilon)^d - g^d + m_n (g h_n + \varepsilon)^d - m_n (g h_n)^d \right) 
\leq d V_d \cdot \left( (g + \varepsilon)^{d-1} \varepsilon + m_n (g h_n + \varepsilon)^{d-1} \varepsilon \right) 
\leq d V_d \cdot \left( (2g)^{d-1} \varepsilon + m_n (2g)^{d-1} \varepsilon \right)
\]
\[
= dV_d \cdot (2g)^{d-1} \varepsilon \cdot (1 + m_n) \\
\leq dV_d \cdot (2g)^{d-1} \varepsilon \cdot 3h_n^{\gamma \beta - 1} \\
\leq c(\beta, L, \gamma, d) \cdot \varepsilon^{\gamma \beta}
\]

(7.43)

where inequality (7.43) follows from \(\gamma \beta \leq 1\). For \(\varepsilon > gh_n\) let \(\xi_1\) be an arbitrary constant and choose the following decomposition for the complexity condition

\[
\Gamma_{\omega,n} = B_g(0) \cup \bigcup_{k : \omega_k = 1} B_{gh_n}(z'_k) =: A_{1,\varepsilon} \cup A_{2,\varepsilon}
\]

(7.44)

Then for all \(\varepsilon \leq \xi_1\) similar calculations as before yield

\[
\chi^d \left( B_g(0) \setminus B_g(0) \right) \leq dV_d \cdot (g + \varepsilon)^{d-1} \varepsilon \\
\leq dV_d \cdot (g + \xi_1)^{d-1} (1 - \gamma \beta) \varepsilon^{\gamma \beta},
\]

where the last inequality again follows from \(\gamma \beta \leq 1\). To prove the complexity condition it remains to upper bound the Lebesgue volume of the second part in the decomposition (7.44). For \(gh_n < \varepsilon \leq \xi_1\),

\[
\chi^d \left( \bigcup_{k : \omega_k = 1} B_{gh_n}(z'_k) \right) \leq m_n V_d \cdot (gh_n)^d \\
\leq 2V_d g^d h_n^{\gamma \beta} \\
\leq 2V_d g^d \varepsilon^{\gamma \beta},
\]

i.e. there exist constants \(\xi_1 = \xi_1(\beta, L, \gamma)\) and \(\xi_2 = \xi_2(\beta, L, \gamma)\) such that \(\Gamma_{\omega,n}\) satisfies the \(\xi\)-complexity condition. The further proof accomplishes two tasks. Firstly, the minimax risk will be reduced to the form

\[
\inf_{\omega \in \Omega} \sup_{\rho(\hat{\omega}, \omega)} \mathbb{E}_{\omega,n}^ \rho(\hat{\omega}, \omega),
\]

where \(\rho\) is the Hamming distance and expectation is taken with respect to \(\mathbb{E}_{\omega,n}^ \rho\). Afterwards, Assouad’s lemma can be applied and it remains to bound a suitable distance of all neighboring probability measures with Hamming distance one. For any support estimator \(\hat{\Gamma}_n\) we evaluate

\[
\mathbb{E}_{\omega,n}^ \rho \left[ d_{\Delta}(\hat{\Gamma}_n, \Gamma_{\omega,n}) \right] = \mathbb{E}_{\omega,n}^ \rho \left[ \chi^d \left( \left( \hat{\Gamma}_n \setminus \Gamma_{\omega,n} \right) \cup \left( \Gamma_{\omega,n} \setminus \hat{\Gamma}_n \right) \right) \right] \\
= \mathbb{E}_{\omega,n}^ \rho \left[ \int \mathbb{1}_{\hat{\Gamma}_n}(x) - \mathbb{1}_{\Gamma_{\omega,n}}(x) \right] d\chi^d(x)
\]

and due to the non-negativity of the integrand this expression can be estimated from below by

\[
\mathbb{E}_{\omega,n}^ \rho \left[ d_{\Delta}(\hat{\Gamma}_n, \Gamma_{\omega,n}) \right] \geq \sum_{i=1}^{m_n} \mathbb{E}_{\omega,n}^ \rho \left[ \int_{B_{gh_n}(z'_i)} \mathbb{1}_{\hat{\Gamma}_n}(x) - \mathbb{1}_{\Gamma_{\omega,n}}(x) \right] d\chi^d(x),
\]
which in turn simplifies to

\[ \mathbb{E}_{\omega,n}^\otimes \left[ d_\Delta (\hat{\Gamma}_n, \Gamma_{p,\omega,n}) \right] \geq \sum_{i=1}^{m_n} \mathbb{E}_{\omega,n}^\otimes \left[ \int_{B_{\omega,n}(z'_i)} \| \hat{f}_{\omega,n}(x) - \omega_i \| \, d\lambda^d(x) \right]. \]

Introducing \( \bar{\omega} = (\bar{\omega}_1, \ldots, \bar{\omega}_{m_n}) \) with

\[ \bar{\omega}_i := \arg \min_{\omega_i \in (0,1)} \int_{B_{\omega,n}(z'_i)} \| \hat{f}_{\omega,n}(x) - \omega_i \| \, d\lambda^d(x) \]

depending on \( \hat{\Gamma}_n \), we obtain

\[ \mathbb{E}_{\omega,n}^\otimes \left[ d_\Delta (\hat{\Gamma}_n, \Gamma_{p,\omega,n}) \right] \geq \frac{1}{2} \sum_{i=1}^{m_n} \left( \mathbb{E}_{\omega,n}^\otimes \left[ \int_{B_{\omega,n}(z'_i)} \| \hat{f}_{\omega,n}(x) - \omega_i \| \, d\lambda^d(x) \right] + \mathbb{E}_{\omega,n}^\otimes \left[ \int_{B_{\omega,n}(z'_i)} \| \hat{f}_{\omega,n}(x) - \bar{\omega}_i \| \, d\lambda^d(x) \right] \right) \]

\[ \geq \frac{1}{2} \sum_{i=1}^{m_n} \mathbb{E}_{\omega,n}^\otimes \left[ \int_{B_{\omega,n}(z'_i)} \| \omega_i - \bar{\omega}_i \| \, d\lambda^d(x) \right] \]

\[ \geq \frac{1}{2} V_d(g h_n)^d \mathbb{E}_{\omega,n}^\otimes \left[ \sum_{i=1}^{m_n} \| \omega_i - \bar{\omega}_i \| \right] \]

\[ = \frac{1}{2} V_d(g h_n)^d \mathbb{E}_{\omega,n}^\otimes \rho(\bar{\omega}, \omega) \]

and consequently

\[ (7.45) \inf_{\hat{\Gamma}_n \in \mathcal{G}_d(\beta, L, \gamma, \kappa, \xi)} \sup_{p, \omega \in \mathcal{P}_{\omega,n}^\otimes} \mathbb{E}_{\omega,n}^\otimes \left[ d_\Delta (\hat{\Gamma}_n, \Gamma_p) \right] \geq c(\beta, L) h_n^d \cdot \inf \mathbb{E}_{\omega,n}^\otimes \rho(\omega, \bar{\omega}), \]

where the infimum runs over all measurable \( \bar{\omega} = \bar{\omega}(X_1, \ldots, X_n) \) with values in \( \{0,1\}^{m_n} \). Now we use the Hellinger version of Assouad’s lemma, cf. Theorem 2.12 (iii) in Tsybakov (2009), to bound the expression on the right-hand side of (7.45). For this purpose, the squared Hellinger distance between two arbitrary probability measures \( \mathbb{P}_{\omega,n} \) and \( \mathbb{P}_{\omega',n} \) with \( \omega, \omega' \in \Omega \) and \( \rho(\omega, \omega') = 1 \) has to be bounded and we use inequality (7.2) for this purpose. Of course, \( \omega \) and \( \omega' \) coincide except for one component, say \( j \). Again, by Bernoulli’s inequality

\[ \mathcal{H}^2(\mathbb{P}_{\omega,n}^\otimes, \mathbb{P}_{\omega',n}^\otimes) \leq n \int \left( \sqrt{p_{\omega,n}(x)} - \sqrt{p_{\omega',n}(x)} \right)^2 d\lambda^d(x) \]

\[ = n \int \left( \sqrt{K_g(x; \beta)} - \sqrt{K_g(x; \beta)} - K_g(x - z_j; h_n, \beta) \right)^2 d\lambda^d(x) \]

\[ + n \int K_g(x - z'_j; h_n, \beta) d\lambda^d(x) \]

\[ \leq 2n \int K_g(x; h_n, \beta) d\lambda^d(x) \]

\[ = 2n h_n^d + d. \]
By the choice of $h_n$ in (7.36), this distance is bounded by one which yields together with (7.37) and inequality (7.45), see Tsybakov (2009),

$$
\inf_{\hat{\Gamma}_n, \Gamma_p \in \mathcal{P}(\beta, L, \gamma, \kappa, \xi)} \mathbb{E}^{\otimes n} \left[ d_\Delta(\hat{\Gamma}_n, \Gamma_p) \right] \geq c(\beta, L) \frac{m_n}{2} \left( 1 - \sqrt{\frac{3}{4}} \right) \\
\geq c(\beta, L) n^{-\frac{\gamma \beta}{\gamma + 1}}.
$$

\[\square\]

For the proof of Theorem 4.5 we need the following lemma, which is based on the work of Tsybakov (2004) and has been formulated for the problem of level set estimation by Rigollet and Vert (2009), Proposition A.1. The proof likewise holds for the support estimation problem and is transferred without any major modifications. However, we additionally need to verify that the bound holds uniformly over the class of densities satisfying the $\kappa$-margin condition to the exponent $\gamma$.

**Lemma 7.5.** For any density $p$ which satisfies the $\kappa$-margin condition with exponent $\gamma > 0$, there exists a constant $c_{18}(\kappa, \gamma)$ such that the Lebesgue volume of a measurable subset $G$ of $\Gamma_p$ is bounded by

$$
\lambda^d(G) \leq c_{18}(\kappa, \gamma) \left( \int_G p(x) \, d\lambda^d(x) \right)^\frac{1}{\gamma + 1}.
$$

**Proof.** First note that for any $p$ satisfying the $\kappa$-margin condition to the exponent $\gamma > 0$,

$$
\lambda^d(\Gamma_p) = \lambda^d(\Gamma_p \cap \{ p \leq \kappa_2 \}) + \lambda^d(\Gamma_p \cap \{ p > \kappa_2 \}) \\
\leq \kappa_2 \cdot \kappa_1^\gamma + \frac{1}{\kappa_1} \int_{\mathbb{R}^d} p \mathbb{1}_{p > \kappa_1} \, d\lambda^d \\
\leq \kappa_2 \cdot \kappa_1^\gamma + \frac{1}{\kappa_1} =: c_{19}(\kappa, \gamma).
$$

Let $G$ be a measurable subset of $\Gamma_p$. Then,

$$
\lambda^d(G \cap \{ p > \varepsilon \}) = \int_G \mathbb{1}_{\{ p(x) > \varepsilon \}} \, d\lambda^d(x) \\
\leq \int_G \mathbb{1}_{\{ p(x) > \varepsilon \}} \frac{p(x)}{\varepsilon} \, d\lambda^d(x) \\
\leq \frac{1}{\varepsilon} \int_G p(x) \, d\lambda^d(x)
$$

and consequently for all $0 < \varepsilon \leq \kappa_1$,

$$
\int_G p(x) \, d\lambda^d(x) \geq \varepsilon \lambda^d(G \cap \{ p > \varepsilon \}) \\
= \varepsilon \left( \lambda^d(G) - \lambda^d(G \cap \{ p \leq \varepsilon \}) \right)
$$
ADAPTATION TO LOWEST DENSITY REGIONS

\[ \geq \varepsilon \left( \lambda^d(G) - \lambda^d \left( \{ 0 < p \leq \varepsilon \} \right) \right) \]

(7.46)

\[ \geq \varepsilon \lambda^d(G) - c_{20}(\kappa, \gamma) \varepsilon^{\gamma+1} \]

with

\[ c_{20}(\kappa, \gamma) = \kappa_2 \vee \frac{c_{19}(\kappa, \gamma)}{\kappa_1(\gamma + 1)}. \]

The right hand side of (7.46) is maximized by the specific choice of \( \varepsilon = \frac{c_{20}(\kappa, \gamma)}{\kappa_1(\gamma + 1)}. \)

Plugging this specific \( \varepsilon \) in (7.46) yields

\[ \int_G p(x) d\lambda^d(x) \geq \left( \frac{\lambda^d(G)}{c_{20}(\kappa, \gamma) \cdot (\gamma + 1)} \right)^{1/\gamma} \]

with \( \bar{h}(x) = \frac{\lambda^d(G)}{2} \leq \bar{h}(x) \leq \bar{h}(x). \) We decompose the error into the two different kinds of errors

\[ E_1 \]

(7.48)

\[ E_2 := \mathbb{E}_p^\otimes n \lambda^d \left( \Gamma_p \setminus \hat{\Gamma}_n \right) \]

and start with \( E_1. \) We split \( E_1 \) again

\[ E_1 = E_{1,1} + E_{1,2} \]
with

\[ E_{1,1} := \mathbb{E}_p \mathcal{Y}_p \left[ \chi_d \left( x \in \mathbb{R}^d : \hat{p}_{n,j}(x) \geq \alpha_n, \ p(x) = 0, \ j \geq \hat{j} \right) \right] \]

\[ E_{1,2} := \mathbb{E}_p \mathcal{Y}_p \left[ \chi_d \left( x \in \mathbb{R}^d : \hat{p}_{n,j}(x) \geq \alpha_n, \ p(x) = 0, \ j < \hat{j} \right) \right]. \]

We start with \( E_{1,1} \). Since

\[ 2^{-\hat{j}(x)} \leq \tilde{h}(x) = c_{11}(\beta, L) \left( \log \frac{n}{n} \right)^{\frac{1}{\beta}} =: \delta_n \]

uniformly for all \( x \) with \( p(x) = 0 \), it follows

\[ \left\{ x \in \mathbb{R}^d : \hat{p}_{n,j}(x) \geq \alpha_n, \ p(x) = 0, \ \hat{j} \geq j \right\} \subset \bigcup_{i=1}^n (B_{\delta_n}(X_i) \setminus \Gamma_p). \]

The support \( \Gamma_p \) is assumed to satisfy the complexity condition \( 4.3 \). Note that \( \delta_n \leq \xi_1 \) for sufficiently large \( n \geq n_0(\xi_1) \). We denote by \( \Gamma_{1,\delta_n} \) and \( \Gamma_{2,\delta_n} \) the related disjoint decomposition of \( \Gamma_p \). Then,

\[ E_{1,1} \leq \mathbb{E}_p \mathcal{Y}_p \chi_d \left( \bigcup_{i : X_i \in \Gamma_{1,\delta_n}} (B_{\delta_n}(X_i) \setminus \Gamma_p) \right) \]

\[ + \mathbb{E}_p \mathcal{Y}_p \chi_d \left( \bigcup_{i : X_i \in \Gamma_{2,\delta_n} \cap \{ p \leq \alpha_n \}} (B_{\delta_n}(X_i) \setminus \Gamma_p) \right) \]

\[ + \mathbb{E}_p \mathcal{Y}_p \chi_d \left( \bigcup_{i : X_i \in \Gamma_{2,\delta_n} \cap \{ p > \alpha_n \}} (B_{\delta_n}(X_i) \setminus \Gamma_p) \right). \]

The expectation of the first Lebesgue volume is immediately controlled by the complexity condition

\[ \mathbb{E}_p \mathcal{Y}_p \chi_d \left( \bigcup_{i : X_i \in \Gamma_{1,\delta_n}} (B_{\delta_n}(X_i) \setminus \Gamma_p) \right) \leq \chi_d \left( \Gamma_{1,\delta_n} \setminus \Gamma_{1,\delta_n} \right) \leq \xi_2 \delta_n^{\gamma_2}. \]

The expectation of the second Lebesgue volume is also controlled by the complexity condition

\[ \mathbb{E}_p \mathcal{Y}_p \chi_d \left( \bigcup_{i : X_i \in \Gamma_{2,\delta_n} \cap \{ p \leq \alpha_n \}} (B_{\delta_n}(X_i) \setminus \Gamma_p) \right) \]

\[ \leq \sum_{i=1}^n \mathbb{E}_p \left[ V_{d} \delta_n^{\gamma_2} \cdot \mathbb{I} \{ X_i \in \Gamma_{2,\delta_n} \cap \{ p \leq \alpha_n \} \} \right] \]

\[ = V_d n \delta_n^{\gamma_2} \cdot \mathbb{P} (X_1 \in \Gamma_{2,\delta_n} \cap \{ p \leq \alpha_n \})\]
are zero in \( y \) and thus the third expectation in (7.50), let \( z \) be some point with \( p(z) > \alpha_n \) and \( y \) any point in the open set \( \Gamma_p^c \). Then \( p \) is constant zero in a neighborhood of \( y \), i.e. all derivatives are zero in \( y \) and thus
\[
\alpha_n < p(z) = |p(z) - P_{\nu,|\beta|}(z)| \leq L\|z - y\|_2^\beta
\]
for all \( y \in \Gamma_p^c \). If \( \|z - y\|_2 \) was smaller than \( \delta_n \), this inequality contradicts the choice of the offset (4.1) for \( n \geq n_1 \) with \( n_1 \) depending on \( \beta \) and \( L \) only. Hence, the subset of \( \Gamma_p \) where \( p \) exceeds the offset is contained in \( \Gamma_p^{r-\delta_n} \) and consequently \( B_{\delta_n}(z) \subset \Gamma_p \).
Therefore, the third expectation vanishes and finally
\[
E_{1,1} \leq c(\beta, L, \xi_2) \left( \frac{\log n}{n} \right)^{\frac{\gamma \beta}{n}} (\log n)^2.
\]
Regarding \( E_{1,2} \) in (7.49), only the points \( x \in \mathbb{R}^d \) that belong to \( (\bigcup_{i=1}^n B_{\delta_n}(X_i))^c \setminus \Gamma_p \) have to be considered. Otherwise, the point is contained in \( \bigcup_{i=1}^n (B_{\delta_n}(X_i) \setminus \Gamma_p) \) and we proceed as before in (7.50). Note, that for \( x \in (\bigcup_{i=1}^n B_{\delta_n}(X_i))^c \setminus \Gamma_p \) both \( \hat{p}_{n,j}(x) \) and \( \tilde{\sigma}_2^2(j) \) vanish. According to Lepski’s selection rule, see (B.1), and Lemma A.2,
\[
\hat{p}_{n,j}(x) = |\hat{p}_{n,j}(x) - \tilde{p}_{n,j}(x)| \\
\leq c_{14} \sqrt{\tilde{\sigma}_2^2(j) \log n} \\
\leq c_{14} \frac{\sqrt{\log n}}{n(2^{-j})^d} \\
\leq \frac{2^d c_{14}}{c_{11} (\beta, L)^d} \left( \frac{\log n}{n} \right)^{\frac{\gamma \beta}{n}} \sqrt{\log n}.
\]
For sufficiently large \( n \geq n_2 \) with \( n_2 \) depending on \( \beta \) and \( L \) (precisely \( \beta^* \) and \( L^* \)) only, \( \hat{p}_{n,j}(x) \) cannot exceed \( \alpha_n \) for \( x \in (\bigcup_{i=1}^n B_{\delta_n}(X_i))^c \setminus \Gamma_p \) and hence the expectation \( E_{1,2} \) provides the same bound
\[
E_{1,2} \leq c(\beta, L, \xi_2) \left( \frac{\log n}{n} \right)^{\frac{\gamma \beta}{n}} (\log n)^2.
\]
The second part of the proof is partially based on the proof for density level sets of Rigollet and Vert (2009). The second type of error \( E_2 \) in (7.48) has to be estimated. Since \( \Gamma_p \setminus \hat{\Gamma}_n \) is a subset of the support \( \Gamma_p \), Jensen’s inequality and Lemma 7.5 provide
\[
E_2 \leq c_{18}(\kappa, \gamma) \left( E_p^{\otimes n} \left[ \int_{\Gamma_p \setminus \hat{\Gamma}_n} p(x) dx^d(x) \right] \right)^{\frac{1}{\sqrt{n}}}.
\]
Furthermore, the support can be decomposed as follows

\[ \Gamma_p = \bigcup_{q \geq 0} \chi_q, \]

where

\[
\begin{align*}
\chi_0 := & \left\{ x \in \mathbb{R}^d : 0 < p(x) \leq 2\alpha_n \right\} \\
\chi_q := & \left\{ x \in \mathbb{R}^d : 2^q \alpha_n < p(x) \leq 2^{q+1} \alpha_n \right\}, \quad q \geq 1.
\end{align*}
\]

Then,

\[ E_2 \leq c_{18}(\kappa, \gamma) \left( \sum_{q \geq 0} E_{2,q} \right)^{\frac{1}{1+\gamma}} \]

with

\[ E_{2,q} := \mathbb{E}_p \left[ \int_{\chi_q} p(x) \cdot \mathbb{1} \left\{ \hat{p}_{n,j}(x) < \alpha_n \right\} d\lambda^d(x) \right]. \]

For \( x \in \chi_0 \) we estimate \( p(x) \) from above and use the margin condition such that

\[ E_{2,0} \leq c(\beta, L, \gamma, \kappa) \cdot \alpha_n^{1+\gamma}. \]

For \( q \geq 1 \), we distinguish between the error of stopping too late and stopping too early, leading to the following decomposition

\[ E_{2,q} = \int_{\chi_q} p(x) \left( \mathbb{P}^{\otimes n}(A_{x,1}) + \mathbb{P}^{\otimes n}(A_{x,2}) \right) d\lambda^d(x) \]

(7.51)

\[ \leq \int_{\chi_q} p(x) \left( \mathbb{P}^{\otimes n}(A_{x,1} \cap B_{x,j}) + \mathbb{P}^{\otimes n}(B_x^c) + \mathbb{P}^{\otimes n}(A_{x,2}) \right) d\lambda^d(x) \]

with

\[
\begin{align*}
A_{x,1} & := \left\{ \hat{p}_{n,j}(x) < \alpha_n \cap \{ j \leq \bar{j} \} \right\} \\
A_{x,2} & := \left\{ \hat{p}_{n,j}(x) < \alpha_n \cap \{ j > \bar{j} \} \right\} \\
B_{x,j} & := \left\{ \frac{\hat{\sigma}_{x,\text{trunc}}^2(j)}{\hat{\sigma}_{x,\text{trunc}}^2(j)} - 1 \leq \frac{1}{2} \right\}.
\end{align*}
\]

We start with the first probability in (7.51)

\[ \mathbb{P}^{\otimes n}(A_{x,1} \cap B_{x,j}) \cdot \mathbb{1} \{ x \in \chi_q \} \]

\[ \leq \mathbb{P}^{\otimes n} \left[ |\hat{p}_{n,j}(x) - p(x)| + |\hat{p}_{n,j}(x) - \hat{p}_{n,j}(x)| > 2^{q-1} \alpha_n \cap \{ j \leq \bar{j} \} \cap B_{x,j} \right] \cdot \mathbb{1} \{ x \in \chi_q \}, \]

\[ \leq \mathbb{P}^{\otimes n} \left[ |\hat{p}_{n,j}(x) - p(x)| + |\hat{p}_{n,j}(x) - \hat{p}_{n,j}(x)| > 2^{q-1} \alpha_n \cap \{ j \leq \bar{j} \} \cap B_{x,j} \right] \cdot \mathbb{1} \{ x \in \chi_q \} \]
and the construction of Lepski’s method controls the second term $|\hat{p}_{n,j}(x) - \tilde{p}_{n,j}(x)|$, see (B.1). This yields, together with a bias variance decomposition

$$\mathbb{P}^\otimes_n(A_{x,1} \cap B_{x,j}) \cdot \mathbb{I}\{x \in \mathcal{X}_q\}$$

$$\leq \mathbb{P}^\otimes_n\left(|\hat{p}_{n,j}(x) - \mathbb{E}_p\tilde{p}_{n,j}(x)| > 2^{q-1}\alpha_n\right)$$

$$- c_{14}\sqrt{\sigma^2_{x,\text{trunc}}(j) \log n} - b_{\beta j} \cap B_{x,j} \cdot \mathbb{I}\{x \in \mathcal{X}_q\}$$

$$\leq \mathbb{P}^\otimes_n\left(|\hat{p}_{n,j}(x) - \mathbb{E}_p\tilde{p}_{n,j}(x)| > 2^{q-1}\alpha_n\right)$$

$$\leq \left(\sqrt{3/2} c_{14} + c_{15}(\beta, L)\right) \sqrt{\sigma^2_{x,\text{trunc}}(j) \log n} \cdot \mathbb{I}\{x \in \mathcal{X}_q\},$$

where we used the definition of $B_{x,j}$ and Lemma A.2 in the second step. The lemma also yields for $x \in \mathcal{X}_q$, $q \geq 1$

$$\sqrt{\sigma^2_{x,\text{trunc}}(j) \log n} \leq c_{21}(\beta, L) \cdot \left\{\left(\log n\right)\frac{\sigma}{\sigma_{x,\text{trunc}}(j)} \vee \left(\frac{p(x) \log n}{n}\right)\frac{\sigma}{\sigma_{x,\text{trunc}}(j)}\right\} \sqrt{\log n}$$

$$\leq c_{21}(\beta, L) \cdot \left\{\left(\log n\right)\frac{\sigma}{\sigma_{x,\text{trunc}}(j)} \vee \left(\frac{2^{q+1}\alpha_n \log n}{n}\right)\frac{\sigma}{\sigma_{x,\text{trunc}}(j)}\right\} \sqrt{\log n}$$

$$\leq 2^{(q+1)/2} c_{21}(\beta, L) c_5(\beta, L)^{-\frac{q+4}{2}} \alpha_n,$$

such that

$$\mathbb{P}^\otimes_n(A_{x,1} \cap B_{x,j}) \cdot \mathbb{I}\{x \in \mathcal{X}_q\}$$

$$\leq \mathbb{P}^\otimes_n\left(|\hat{p}_{n,j}(x) - \mathbb{E}_p\tilde{p}_{n,j}(x)|\right)$$

$$\leq \mathbb{P}^\otimes_n\left(|\hat{p}_{n,j}(x) - \mathbb{E}_p\tilde{p}_{n,j}(x)| > 2^{q-1}2^{(q+1)/2} c_{21}(\beta, L)^{-\frac{q+4}{2}} \alpha_n\right)$$

$$\leq \mathbb{P}^\otimes_n\left(|\hat{p}_{n,j}(x) - \mathbb{E}_p\tilde{p}_{n,j}(x)| > 2^{q/2}\right)$$

$$\leq 2 \exp\left(-\frac{\log n}{4} 2^{q/2}\right)$$

(7.52)

$$\mathbb{P}^\otimes_n(A_{x,1} \cap B_{x,j}) \cdot \mathbb{I}\{x \in \mathcal{X}_q\} \leq 2 \exp\left(-\frac{\log n}{4} 2^{q/2}\right)$$
by Lemma A.3. Furthermore, Lemma 7.3 can be used to bound the probability of $B^c_x$ by

$$(7.53) \quad P^{\otimes n}(B^c_{x,j}) \leq 2 \exp \left(-\frac{3}{32\|K\|_2^2 \sup} \log^2 n \right).$$

A sufficiently tight bound on the probability of $A_{x,2}$ in inequality (7.51) is required. By definition of $A_{x,2}$,

$$P^{\otimes n}(A_{x,2}) \leq P^{\otimes n}(\hat{j} > j) \leq \sum_{m \in \mathcal{J}, m > j} P^{\otimes n}(|\hat{p}_{n,j}(t) - \hat{p}_{n,m}(t)| > c_4 \sqrt{\hat{\sigma}_j^2(m) \log n}),$$

and we divide the absolute value of the difference of the kernel density estimators into the difference of bias terms $|b_t(j) - b_t(m)|$ and two stochastic terms $|\hat{p}_{n,j}(t) - E^{\otimes n}_{p} \hat{p}_{n,j}(t)|$ and $|\hat{p}_{n,m}(t) - E^{\otimes n}_{p} \hat{p}_{n,m}(t)|$. By Lemma A.2,

$$|b_t(j) - b_t(m)| \leq 2B_t(j) \leq 2c_20(\beta, L) \sqrt{\sigma^2_{x,\text{trunc}}(j) \log n}.$$

Furthermore, $x \in \chi_q$ for some $q \geq 1$ and therefore $p(x) \geq 2\alpha_n$. Consequently, for $n \geq n_2$ with $n_2$ depending on $\beta$ and $L$ only,

$$p(x) \geq \left(\frac{\log n}{n}\right)^{\frac{q}{\beta}}$$

such that $\tilde{h}$ as defined in (7.47) satisfies

$$\tilde{h} \leq c_{11}(\beta, L) p(x)^{\frac{1}{\beta}}.$$

Lemma A.1 (i) then yields for $m > \tilde{j}$

$$\sigma^2_{x,\text{trunc}}(j) \leq 3 \sigma^2_{x,\text{trunc}}(m).$$

Thus, we can follow the arguments in the proof of Theorem 3.2 line by line straightforwardly, and arrive as in (7.23) and (7.26) at

$$(7.54) \quad P^{\otimes n}(A_{x,2}) \leq \exp \left(-\tilde{c}_{16}(\beta, L) \log n + \log (|J|) \right)$$

with a constant $\tilde{c}_{16}(\beta, L)$ that again, as $c_{16}(\beta, L)$, is monotonously increasing in $c_{14}$. Via $\tilde{c}_{16}(\beta, L)$ this requires some further restriction on the lower bound on $c_{14}$, namely such that

$$\tilde{c}_{16}(\beta, L) \geq 2 \left(1 + \frac{1}{\beta}\right) \frac{\beta}{\beta + d},$$

which implies in particular $\tilde{c}_{16}(\beta, L) > 2(1+\gamma)\beta/\beta + d).$ Plugging now the bounds (7.52), (7.53) and (7.54) into (7.51) and applying the margin condition, we arrive at

$$E_{2,q} \leq \int_{\chi_2} p(x) \left( P^{\otimes n}(A_{x,1} \cap B_x) + P^{\otimes n}(B^c_x) + P^{\otimes n}(A_{x,2}) \right) d\mu_d(x).$$
\begin{align*}
\leq (2^{q+1} \alpha_n) \left\{ 2 \exp \left( -\frac{\log n}{4} 2^{(q+1)/2} \right) + 2 \exp \left( -\frac{3}{32\|K\|_{2\sup}^2} \log^2 n \right) \right. \\
+ \left. 2 \exp \left( -\tilde{c}_{16}(\beta, L) \log n + \log (|J|) \right) \right\} \int_{\mathcal{X}_q} d\lambda^d(x) \\
\leq \kappa_2 (2^{q+1} \alpha_n)^{1+\gamma} \left\{ 2 \exp \left( -\frac{\log n}{4} 2^{(q+1)/2} \right) + 2 \exp \left( -\frac{3}{32\|K\|_{2\sup}^2} \log^2 n \right) \right. \\
+ \left. 2 \exp \left( -\tilde{c}_{16}(\beta, L) \log n + \log (|J|) \right) \right\} \\
\leq \alpha_n^{1+\gamma} \cdot 2 \kappa_2 \left\{ \exp \left( -\frac{\log n}{4} 2^{(q+1)/2} + (q+1)(1+\gamma) \log 2 \right) \\
+ \exp \left( -\frac{3}{32\|K\|_{2\sup}^2} \log^2 n + (q+1)(1+\gamma) \log 2 \right) \\
+ \exp \left( -\tilde{c}_{16}(\beta, L) \log n + (q+1)(1+\gamma) \log 2 + \log (|J|) \right) \right\} \\
= \alpha_n^{1+\gamma} \Delta_{n,q}(\beta, L, \gamma, \kappa).
\end{align*}

Since densities \( p \in \mathcal{P}_d(\beta, L, \gamma, \kappa, \xi) \) are uniformly bounded by \( c_1(\beta, L) \), \( \mathcal{X}_q \) is empty as soon as 

\[ q > q_{\max} = \frac{\log \left( c_1(\beta, L)/\alpha_n \right)}{\log 2}, \]

whence 

\[ E_2 \leq c(\beta, L, \gamma, \kappa) \cdot \alpha_n^{1+\gamma} \left( \sum_{q=0}^{q_{\max}} \Delta_{n,q}(\beta, L, \gamma, \kappa) \right)^{1/n} \leq c(\beta, L, \gamma, \kappa) \cdot \alpha_n^{\gamma}. \]

\[ \square \]

**APPENDIX A: AUXILIARY LEMMATA**

**Lemma A.1.** (i) For any \( (\beta, L) \) with \( 0 < \beta_i \leq 2 \) and for any bandwidth \( h = (h_1, \ldots, h_d) \) with \( h_i \leq c_{11}(\beta, L) p(t)^{1/\beta_i}, i = 1, \ldots, d \) with 

\[ c_{11}(\beta, L) := \min_{i=1, \ldots, d} \left( \frac{2dL}{\|K\|_2^2} \int |x_i|^{\beta_i} K^2(x) d\lambda^d(x) \right)^{-1/\beta_i}, \]

the following inequality chain holds true 

\[ \frac{1}{2} \frac{\|K\|_2^2}{n \prod_{i=1}^d h_i} p(t) \leq \frac{1}{n} ((K_h)^2 * p)(t) \leq \frac{3}{2} \frac{\|K\|_2^2}{n \prod_{i=1}^d h_i} p(t). \]

(ii) For any constant \( c_{27} > 0 \), there exists a constant \( c_{23}(\beta, L) = c_{23}(\beta, L, c_{27}) > 0 \), such that for any \( (\beta, L) \), \( 0 < \beta_i < \infty, i = 1, \ldots, d \),

\[ c_{23}(\beta, L) \frac{1}{n \prod_{i=1}^d h_i} p(t) \leq \frac{1}{n} ((K_h)^2 * p)(t) \]

for every bandwidth \( h = (h_1, \ldots, h_d) \) with \( h_i \leq c_{27} p(t)^{1/\beta_i}, i = 1, \ldots, d \).
(iii) For any density \( p \) with isotropic Hölder smoothness \((\beta, L)\), \(0 < \beta < \infty\) and bandwidth \( h \), we have

\[
\frac{1}{n} ((K_h)^2 * p)(t) \leq \frac{L\|K\|_{\infty}^2}{nh^d} \left( h + d(\partial p, t) \right)^\beta,
\]

where \( K \) is a rotation invariant kernel supported on \( B_1(0) \).

Proof. (i) Recall the decomposition

\[
p(t + hx) = p(t) + \sum_{i=1}^{d} \left( p([t, t + hx]_{i-1}) - p([t, t + hx]_i) \right).
\]

It holds for \( \beta_i \leq 1 \),

\[(A.1) \quad \left| p([t, t + hx]_{i-1}) - p([t, t + hx]_i) \right| \leq L|h_i x_i|^\beta_i
\]

and for \( 1 < \beta_i \leq 2 \)

\[
\left| p([t, t + hx]_{i-1}) - p([t, t + hx]_i) + p_i([t, t + hx]_i, t_i) \cdot h_i x_i \right| \leq L|h_i x_i|^\beta_i.
\]

In both cases

\[
\frac{1}{n} ((K_h)^2 * p)(t) = \frac{1}{n \prod_{i=1}^{d} h_i} \int K^2(x) p(t + hx) dx
\]

\[(A.2) \quad = \frac{\|K\|_{\infty}^2 p(t)}{n \prod_{i=1}^{d} h_i} + \frac{1}{n \prod_{i=1}^{d} h_i} \sum_{i=1}^{d} S_i
\]

with

\[
S_i := \int K^2(x) \left( p([t, t + hx]_{i-1}) - p([t, t + hx]_i) \right) dx.
\]

For \( \beta_i \leq 1 \) and

\[
h_i \leq \left( \frac{2dL}{\|K\|_{\infty}^2} \int |x_i|^\beta_i K^2(x) dx \right)^{-1/\beta_i} p(t)^{1/\beta_i},
\]

inequality (A.1) implies

\[(A.3) \quad |S_i| \leq L \int |x_i|^\beta_i K^2(x) dx \cdot h_i^{\beta_i} \leq \frac{\|K\|_{\infty}^2 p(t)}{2d}.
\]

For \( 1 < \beta_i \leq 2 \), in case of a product kernel (anisotropic smoothness) the \( i \)-th factor \( K_i^2 \) is of first order again as it remains symmetric. The same holds true for
a rotation invariant kernel (isotropic smoothness), because the function $K_{i,x}$ (as defined in (2.1)) is symmetric for every $x \in B_1(0)$. Hence, the quantity

$$|S_i| = \int K^2(x) \left( p([t, t + hx],_1) - p([t, t + hx],_i) + p([t, t + hx],_i) \cdot h_i x_i \right) d\lambda(x)$$

is bounded from above by

$$|S_i| \leq L \int |x|^\beta K^2(x) d\lambda(x) \cdot h_i^\beta,$$

which proves together with (A.2) the claim.

(ii) We prove the statement for $d = 1$. For higher dimension and product kernel, the result follows by telescoping and Fubini’s Theorem. Denote by $H^{\beta}([0,1])$ the Hölder class of functions from some interval $I \subset \mathbb{R}$ to $\mathbb{R}$ with parameters $(\beta, L)$. With the previously introduced notation, $H^{\beta}([0,1]) = H^{\beta}([0,1])$. The result has been shown in Rohde (2008) for $f \in H^{\beta}([0,1])$ and $t = \arg\max_{x \in [0,1]} |f(x)|$ and is now generalized for arbitrary $t$. Since the kernel $K$ is continuous on its support with $K(0) > 0$, there exists an

$$\varepsilon \in \left(0, \left(\frac{1}{2L}\right)^{1/\beta} \wedge 1\right),$$

such that $K(x) \geq K(0)/2$ for all $x \in [-\varepsilon, \varepsilon]$. It is sufficient to prove the following statement: For any $f \in \{g \in H^{\beta}([0,1]) : \|g\|_{\text{sup}} \leq D\}$ and $c_{27} > 0$, there exists a constant $c_{26}(\beta, L) > 0$, such that for every $h \leq c_{27} \sqrt{|f(t)|}$, there exists an interval

$$I_t(f,h) \subset J_t(f,h) := [t - \varepsilon h, t + \varepsilon h]$$

with

$$\lambda(I_t(f,h)) \geq c_{26}(\beta, L) h,$$

and the property

$$\frac{1}{2}|f(t)| \leq |f(x)| \quad \text{for every } x \in I_t(f,h).$$

This in turn implies

$$\frac{1}{n} ((Kh)^2 + |f|)(t) \geq \frac{1}{nh^2} \int_{I_t(f,h)} K^2 \left( \frac{t-x}{h} \right) |f(x)| d\lambda(x)$$

$$\geq \frac{K^2(0)}{4} \cdot \frac{1}{nh^2} \int_{I_t(f,h)} |f(x)| d\lambda(x).$$
\[
\begin{align*}
&\geq \frac{K^2(0)}{4} \cdot \frac{1}{nh^2} \int_{I_t(f,h)} |f(x)| dh(x) \\
&\geq \frac{K^2(0)}{8} \cdot \frac{|f(t)|}{nh^2} \cdot \chi(I_t(f,h)) \\
&\geq \frac{K^2(0) \cdot \varepsilon_2(\beta, L)}{8} \cdot \frac{|f(t)|}{nh}
\end{align*}
\]

It remains to prove the existence of such an interval \(I_t(f,h)\) with properties (A.5) and (A.6). For \(\beta \leq 1\), choose \(I_t(f,h) = J_t(f, (c_{27}^{-1} \wedge 1)h) \subset J_t(f,h)\). For \(\beta > 1\), we consider the rescaled function

\[
u_f(x) := \frac{f \left( t + (c_{27}^{-1} \wedge 1) \varepsilon hx \right)}{f(t)}, \quad x \in [-1, 1],
\]

which is contained in \(H_t(\beta, L; [-1, 1])\) with \(||u_f||_{\sup} \geq 1\). Taylor expansion around any point \(y \in [-1, 1]\) provides the approximation

\[
u_f(x) = P^{(u_f)}_{y, [\beta]}(x) + R_{u_f}(x,y)
\]

with a remainder term \(||R_{u_f}(x,y)|| \leq L |x - y|^\beta\). Hence,

\[
(A.7) \quad |(x-y) u_f'(y) + \ldots + \frac{(x-y)^{[\beta]}}{[\beta]!} u_f^{([\beta])}(y)| \leq 2||u_f||_{\sup} + L |x - y|^\beta \\
\leq 2||u_f||_{\sup} + 2^\beta L.
\]

For any polynomial \(P(x) = \sum_{k=1}^{D} a_k x^k\) of degree \(D\) the norms

\[
||P||_{(1)} = \sup_{x \in [-1,1]} |P(x)| \quad \text{and} \quad ||P||_{(2)} = \max_{0 \leq k \leq d} |a_k|
\]

are two norms on the \((D + 1)\)-dimensional space of polynomials on \([-1, 1]\) of degree \(D\), and these norms are equivalent. Consequently, there exists a constant \(C_{D,[-1,1]}\) depending on the degree \(d\) and on the interval \([-1, 1]\), such that \(||P||_{(2)} \leq C_{D,[-1,1]}||P||_{(1)}\). In particular, there exists a constant \(C = C_{\beta, [-1,1]} \geq 1\) such that \(u_f'\) is in view of \((A.7)\) uniformly bounded by \(C(2||u_f||_{\sup} + 2^\beta L)\), and hence, by the mean value theorem,

\[
|u_f(x) - u_f(y)| \leq ||u_f'||_{\sup} \cdot |x - y| \leq C(2||u_f||_{\sup} + 2^\beta L) \cdot |x - y|
\]

for all \(x, y \in [-1, 1]\). Denoting \(x_0 := \arg\max_{x \in [-1,1]} |u_f(x)|\), then

\[
(A.8) \quad |u_f(x) - u_f(x_0)| \leq \frac{1}{2} |u_f(x_0)|
\]

for

\[
x \in \left[ x_0 - \frac{||u_f||_{\sup}}{4C ||u_f||_{\sup} + 2^{\beta+1} CL}, x_0 + \frac{||u_f||_{\sup}}{4C ||u_f||_{\sup} + 2^{\beta+1} CL} \right] \cap [-1, 1].
\]
Due to $\|u_f\|_{\sup} \geq 1$, inequality (A.8) holds also true on $$[x_0 - \frac{1}{4C + 2^{\beta+1}CL}, x_0 + \frac{1}{4C + 2^{\beta+1}CL}] \cap [-1, 1].$$ Since $C \geq 1$, we assume without loss of generality that $[x_0, x_0 + 1/(4C + 2^{\beta+1}CL)]$ is fully contained in $[-1, 1]$. By the triangle inequality and (A.8), $$|f(z)| \geq \frac{1}{2} |f(t + (c_2^1 \wedge 1)ehx_0)|$$ for all $$z \in I_t(f, h) := \left[t + (c_2^1 \wedge 1)ehx_0, t + (c_2^1 \wedge 1)eh \left(x_0 + \frac{1}{4C + 2^{\beta+1}CL}\right)\right] \subset J_t(f, h).$$ Because $|u_f(x_0)| \geq |u_f(0)|$ and consequently $|f(t + ehx_0)| \geq |f(t)|$, the result follows.

The result of Rohde (2008) is established for isotropic smoothness and rotation invariant kernel in Rohde (2011). Our result analogously extends to isotropic smoothness and rotation invariant kernel following the previous steps.

(iii) It holds $$\frac{1}{n}((K_h)^2 * p)(t) = \frac{1}{nh^{2d}} \int K^2 \left(\frac{t - x}{h}\right) p(x) dx \leq \frac{\|K\|_2^2}{nh^d} \sup_{x \in B_n(t)} p(x)$$ We have for any $x$ with $\|x - t\|_2 \leq h$ $$d(\partial\Gamma_p, x) \leq h + d(\partial\Gamma_p, t).$$ Since $P^{(p)}_{y, \beta} = 0$ for any $y \in (\Gamma_p)^c$, and therefore $$p(x) = p(x) - P^{(p)}_{y, \beta}(x), \quad \text{for any } x \in \Gamma_p$$ it follows that $$\sup_{x \in B_n(t)} p(x) \leq L d(\partial\Gamma_p, x)^{\beta} \leq L \left(h + d(\partial\Gamma_p, t)^{\beta}\right).$$

**Lemma A.2.** For any $(\beta, L)$ with $0 < \beta_i \leq 2$, $i = 1, \ldots, d$, there exist constants $c_{15}(\beta, L)$ and $c_{21}(\beta, L) > 0$ such that for the multiindex $\bar{j}$ as defined in (7.7) and the bias upper bound $B_1$ as given in (7.8),

(A.9) $$B_1(\bar{j}) \leq c_{15}(\beta, L) \sqrt{\sigma_{t, \text{trunc}}^2(\bar{j}) \log n}$$

(A.10) $$\sqrt{\sigma_{t, \text{trunc}}^2(\bar{j})} \leq c_{21}(\beta, L) \left\{ \left(\frac{\log n}{n}\right)^{\frac{\beta}{\beta+1}} \vee \left(p(t) \log n \frac{n}{n}\right)^{\frac{\beta}{2\beta+1}} \right\}. $$
Proof. The inequalities are proven separately and both the proofs distinguish between the cases $p(t) \leq (\log n/n)^{\beta/(\beta+1)}$ and $p(t) > (\log n/n)^{\beta/(\beta+1)}$.

Proof of (A.9): Recall the definition of the reference bandwidth in (7.6), which for $p(t) \leq (\log n/n)^{\beta/(\beta+1)}$ is equal to

\[
\bar{h}_i = c_{11} (\beta, L) \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1} \frac{1}{\beta}}, \quad i = 1, \ldots, d.
\]

The corresponding truncation level satisfies

\[
\frac{\log^2 n}{n^2 \prod_{i=1}^{d} \hat{h}_i^2} = c_{11}(\beta, L)^{-2d} \left( \frac{\log n}{n} \right)^{\frac{2\beta}{\beta+1}}.
\]

Consequently,

\[
B_t(\bar{h}) \leq B_t(\bar{h})
\]

\[
= \left( L \sum_{i=1}^{d} c_{12,i}(\beta) c_{11}(\beta, L)^{\beta_i} \right) \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1}}
\]

\[
= \left( L \sum_{i=1}^{d} c_{12,i}(\beta) c_{11}(\beta, L)^{\beta_i} \right) c_{11}(\beta, L)^d \left( \frac{\log n}{n^2 \prod_{i=1}^{d} \hat{h}_i^2} \right)^{1/2}
\]

\[
\leq \left( L \sum_{i=1}^{d} c_{12,i}(\beta) c_{11}(\beta, L)^{\beta_i} \right) c_{11}(\beta, L)^d \sigma^2_{\text{trunc}(\bar{h})}.
\]

For $p(t) > (\log n/n)^{\beta/(\beta+1)}$, the reference bandwidth $\bar{h}$ is defined as

\[
\bar{h}_i = c_{11} (\beta, L) \left( \frac{p(t) \log n}{n} \right)^{\frac{\beta}{\beta+1} \frac{1}{\beta}}, \quad i = 1, \ldots, d,
\]

and therefore

\[
B_t(\bar{h}) \leq \left( L \sum_{i=1}^{d} c_{12,i}(\beta) c_{11}(\beta, L)^{\beta_i} \right) \left( \frac{p(t) \log n}{n} \right)^{\frac{\beta}{\beta+1}}
\]

\[
= \left( L \sum_{i=1}^{d} c_{12,i}(\beta) c_{11}(\beta, L)^{\beta_i} \right) c_{11}(\beta, L)^{d/2} \left( \frac{p(t) \log n}{n \prod_{i=1}^{d} \hat{h}_i} \right)^{1/2}
\]

\[
\leq \left( L \sum_{i=1}^{d} c_{12,i}(\beta) c_{11}(\beta, L)^{\beta_i} \right) c_{11}(\beta, L)^{d/2} \left( \frac{p(t) \log n}{n^2 |\bar{j}|} \right)^{1/2}.
\]

Since for $p(t) \geq (\log n/n)^{\beta/(\beta+1)}$,

\[
2^{-\bar{h}_i} \leq \bar{h}_i \leq c_{11}(\beta, L) p(t)^{1/\beta_i} \quad \text{for all } i = 1, \ldots, d,
\]
Lemma A.1 (i) yields
\[
p(t) \frac{\log n}{n^{2-|\beta|}} \leq \frac{2}{\|K\|_2^2} \cdot \sigma_j^2 \log n
\]
and together with (A.14)
\[
B_i(j) \leq \left( \sum_{i=1}^{d} c_{12,i}(\beta) c_{11}(\beta, L)^{\beta_i} \right) \left( \frac{2 c_{11}(\beta, L)^d}{\|K\|_2^2} \right)^{1/2} \sqrt{\frac{\sigma^2_{\text{trunc}}(j)}{\log n}}.
\]

Proof of (A.10): For \( p(t) \leq (\log n/n)^{\beta/(\beta+1)} \), the reference bandwidth \( \bar{h} \) is given by (A.11). Hence by (A.12),
\[
\text{(A.16)} \quad \frac{\log^2 n}{n^2 (2^{-|\beta|})^2} \leq 2^{2d} \frac{\log^2 n}{n^2 \prod_{i=1}^{d} h_i} = \left( \frac{2}{c_{11}(\beta, L)} \right)^{2d} \left( \frac{\log n}{n} \right)^{\frac{2\beta}{\beta+1}}.
\]
Furthermore, by (A.2), (A.3) and (A.4),
\[
\sigma_j^2 \leq c(\beta, L) \cdot \frac{\log n}{n \prod_{i=1}^{d} h_i} \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1}}
\leq c(\beta, L) \cdot \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1}}
\]
and finally for \( p(t) \leq (\log n/n)^{\beta/(\beta+1)} \),
\[
\text{(A.17)} \quad \sqrt{\frac{\sigma^2_{\text{trunc}}(j)}{\log n}} \leq c(\beta, L) \left( \frac{\log n}{n} \right)^{\frac{\beta}{\beta+1}}.
\]
For \( p(t) > (\log n/n)^{\beta/(\beta+1)} \), the reference bandwidth \( \bar{h} \) is given by (A.13) and hence
\[
\frac{\log^2 n}{n^2 (2^{-|\beta|})^2} \leq 2^{2d} c_{11}(\beta, L)^{-d} \cdot \frac{\log^2 n}{n^2 \prod_{i=1}^{d} h_i} \left( \frac{p(t) \log n}{n} \right)^{\frac{\beta}{2\beta+1}}
\leq 2^{2d} c_{11}(\beta, L)^{-d} \cdot \frac{\log n}{n \prod_{i=1}^{d} h_i} \left( \frac{\log n}{n} \right)^{\frac{\beta}{2\beta+1}}
\leq 2^{2d} c_{11}(\beta, L)^{-d} \cdot \frac{p(t) \log n}{n \prod_{i=1}^{d} h_i}
\leq 2^{2d} c_{11}(\beta, L)^{-d} \cdot \left( \frac{p(t) \log n}{n} \right)^{\frac{2\beta}{2\beta+1}}.
\]
Furthermore, since \( \bar{j} \) satisfies property (A.15), Lemma A.1 (i) reveals
\[
\sigma^2(\bar{j}) \leq \frac{3}{2} \frac{\|K\|_2^2 p(t)}{n^2 - |\bar{j}|} = 3 \cdot 2^d \|K\|_2^2 \cdot c_{11}(\beta, L)^{-d} \cdot \left( \frac{p(t) \log n}{n} \right)^{\frac{2d}{2d+1}},
\]
such that together with (A.17)
\[
\sqrt{\sigma^2_{\text{trunc}}(\bar{j})} \leq c(\beta, L) \cdot \left\{ \begin{array}{ll}
\left( \frac{\log n}{n} \right)^{\frac{d}{2d+1}} & \text{if } p(t) \leq \left( \frac{\log n}{n} \right)^{\frac{d}{2d+1}} \\
\left( \frac{p(t) \log n}{n} \right)^{\frac{d}{2d+1}} & \text{if } p(t) > \left( \frac{\log n}{n} \right)^{\frac{d}{2d+1}}
\end{array} \right.
\]
\[
= c(\beta, L) \cdot \left\{ \begin{array}{ll}
\left( \frac{\log n}{n} \right)^{\frac{d}{2d+1}} & \text{if } p(t) \leq \left( \frac{\log n}{n} \right)^{\frac{d}{2d+1}} \\
\left( \frac{p(t) \log n}{n} \right)^{\frac{d}{2d+1}} & \text{if } p(t) > \left( \frac{\log n}{n} \right)^{\frac{d}{2d+1}}
\end{array} \right.
\].

\[\Box\]

**Lemma A.3.** For any (non-random) index \( j = (j_1, \ldots, j_d) \), the tail probabilities of the random variable
\[
Y := \frac{\hat{p}_{n,j}(t) - \hat{p} \otimes \hat{p} \cdot p_{n,j}(t)}{\sqrt{\sigma^2_{\text{trunc}}(j) \log n}},
\]
are bounded by
\[
P^\otimes(n)(|Y| \geq \eta) \leq 2 \exp \left( - \frac{\log n}{4} \cdot (\eta^2 + \eta) \right)
\]
for any \( \eta \geq 0 \), any \( t \in \mathbb{R}^d \) and \( n \geq n_0 \) with \( n_0 \) depending on \( \|K\|_{\text{sup}} \) only.

**Proof.** Observe first that \( Y \) can be expressed as a sum of centered and independent random variables \( Y = \sum_{i=1}^n Y_i \) with
\[
Y_i := \frac{1}{n^2} \left( K \left( \frac{t_1-X_{i,1}}{2 - \tau_{i,1}}, \ldots, \frac{t_d-X_{i,d}}{2 - \tau_{i,d}} \right) - \hat{p} \otimes \hat{p} K \left( \frac{t_1-X_{i,1}}{2 - \tau_{i,1}}, \ldots, \frac{t_d-X_{i,d}}{2 - \tau_{i,d}} \right) \right) \frac{\sigma^2_{\text{trunc}}(j) \log n}{\sigma^2_{\text{trunc}}(j) \log n}.
\]
For \( n \geq n_0 \) with \( n_0 \) depending on \( \|K\|_{\text{sup}} \) only, it holds
\[
\frac{1}{3} |Y_i| \leq 2 \frac{\|K\|_{\text{sup}}}{3 \lambda \log^3 n} \leq \frac{1}{\log n} \quad \text{and} \quad \sum_{i=1}^n \text{Var}(Y_i) \leq \frac{1}{\log n}
\]
Bernstein’s inequality yields
\[
P^\otimes(n)(|Y| \geq \eta) \leq 2 \exp \left( - \frac{1}{2} \eta^2 \log n \right),
\]
leading to subgaussian and subexponential tail behavior for \( \eta \leq 1 \) and \( \eta > 1 \), respectively. \[\Box\]
Lemma A.4. Let $Z$ be some non-negative random variable satisfying

$$P(Z \geq \eta) \leq 2 \exp\left(-A\eta\right).$$

for some $A > 0$. Then

$$(EZ)^{1/m} \leq c_{28} \frac{m}{A}$$

for any $m \in \mathbb{N}$, where the constant $c_{28}$ does not depend on $A$ and $m$.

Proof. Fubini’s theorem and the classical moment bound for the exponential distribution reveal

$$EZ = \int_0^\infty x^m p_Z(x) d\lambda(x)$$

$$= \int_0^\infty \int_0^x mt^{m-1} d\lambda(t) p_Z(x) d\lambda(x)$$

$$= \int_0^\infty mt^{m-1} P(Z \geq t) d\lambda(t)$$

$$\leq 2m \int_0^\infty t^{m-1} \exp(-At) d\lambda(t)$$

$$\leq 2m \frac{(m-1)!}{A^m}.$$

\begin{proof}

APPENDIX B: CONSTRUCTION OF THE DENSITY ESTIMATOR

Our estimation scheme is inspired by the anisotropic procedure of Kerkyacharian, Lepski and Picard (2001) and Klutchnikoff (2005), developed in the Gaussian white noise model, but uses the truncated variance estimator (B.2) as a threshold instead, which is sensitive to small values of the density. Unlike in the univariate or isotropic multivariate case, the problem of a missing notion of monotonicity becomes apparent in the anisotropic case. More precisely, neither the variance nor the bias provides an immediate monotone behavior in the bandwidth. Consequently, the idea of mimicking the bias-variance trade-off fails and the estimation scheme has to take this problem into account. Furthermore, in view of our goal of adaptation to lowest density regions, a truncated variance estimator, which is sensitive to small values of the density, is involved both as a threshold in the anisotropic Lepski method and in the ordering of the bandwidths. The bandwidth selection scheme chooses a bandwidth in the set

$$\mathcal{H} := \left\{ h = (h_1, \ldots, h_d) \in \prod_{i=1}^d (0, h_{\text{max},i}] : \prod_{i=1}^d h_i \geq \frac{\log^2 n}{n} \right\},$$

where the constant $c_{28}$ does not depend on $A$ and $m$. 

\end{proof}
where for simplicity we set \((h_{\text{max},1}, \ldots, h_{\text{max},d}) = (1, \ldots, 1)\). Let furthermore
\[
\mathcal{J} := \left\{ j = (j_1, \ldots, j_d) \in \mathbb{N}_0^d : \sum_{i=1}^d j_i \leq \left\lfloor \log_2 \left( \frac{n}{\log^2 n} \right) \right\rfloor \right\}
\]
be a set of indices and denote by
\[
\mathcal{G} := \left\{ (2^{-j_1}, \ldots, 2^{-j_d}) : j \in \mathcal{J} \right\} \subset \mathcal{H}
\]
the corresponding dyadic grid of bandwidths, that serves as a discretization for the multiple testing problem in Lepski’s selection rule. It is well known that \(n \prod h_i \to \infty\) is a necessary condition for consistency of the kernel density estimator \(\hat{p}_{n,h}(t)\) and thus the bandwidth components should not be too small simultaneously. The logarithmic factor in the grid’s lower limitation prevents the truncation level from getting too large and thus ensures that \(\hat{\sigma}^2_{\text{trunc}}(h)\) does not exceed the order of the classical variance bound (3.1). For ease of notation, we abbreviate dependences on the bandwidth \((2^{-j_1}, \ldots, 2^{-j_d})\) by the multiindex \(j\). Next, with \(j \wedge m\) denoting the minimum by component, the set of admissible bandwidths is defined as
\[
\mathcal{A} = \mathcal{A}(t) := \left\{ j \in \mathcal{J} : |\hat{p}_{n,j \wedge m}(t) - \hat{p}_{n,m}(t)| \leq c_{14} \sqrt{\hat{\sigma}^2_t(m) \log n} \right\}_{\text{for all } m \in \mathcal{J} \text{ with } \hat{\sigma}^2_t(m) \geq \hat{\sigma}^2_t(j)},
\]
with a properly chosen constant \(c_{14} = c_{14}(\beta^*, L^*)\) satisfying the constraint (7.25) appearing in the proof of Theorem 3.2. Here, both the threshold and the ordering of bandwidths are defined via the truncated variance estimator
\[
\hat{\sigma}^2_t(h) := \min \left\{ \hat{\sigma}^2_{\text{trunc}}(h), \frac{\|K\|_2^2 c_1}{n \prod_{i=1}^d h_i^2} \right\}
\]
\[= \min \left\{ \max \left[ \frac{\log^2 n}{n^2 \prod_{i=1}^d h_i^2}, \frac{1}{n^2 \prod_{i=1}^d h_i^2} \sum_{i=1}^n K^2 \left( \frac{t - X_i}{h} \right) \right], \frac{\|K\|_2^2 c_1}{n \prod_{i=1}^d h_i^2} \right\}
\]
where \(c_1 = c_1(\beta^*, L^*)\) is an upper bound on \(c_1(\beta, L)\) in the range of adaptation. The threshold in (B.1) could be modified by a further logarithmic factor to avoid the dependence of the constants on the range of adaptation. Recall again that this refined estimated threshold is crucial for our estimation scheme. The procedure selects the bandwidth among all admissible bandwidths with
\[
\hat{j} = \hat{j}(t) \in \arg\min_{j \in \mathcal{A}} \hat{\sigma}^2_t(j).
\]
Finally,
\[
\hat{p}_n := \hat{p}_{n,j} \wedge c_1
\]
defines the adaptive estimator. In case of isotropic Hölder smoothness it is sufficient to restrict the grid to bandwidths with equal components, and we even simplify the method by replacing the ordering by estimated variances in condition (B.2) ”for all \(m \in \mathcal{J}\) with \(\hat{\sigma}^2_t(m) \geq \hat{\sigma}^2_t(j)\)” by the classical order ”for all \(m \in \mathcal{J}\) with \(m \geq j\)” as the componentwise ordering is the same for all components.
APPENDIX C: \((\beta, L)\)-REGULAR KERNELS

The proofs of Theorem 3.1, Theorem 3.3 and Theorem 4.4 make use of the following specific construction of functions with prescribed Hölder regularity \((\beta, L)\), which is taken from Rigollet and Vert (2009). Note that it works only for \(\beta \leq 2\) because the second derivative is not continuous. Define the function \(K: \mathbb{R}^d \to \mathbb{R}\) by

\[
K(x; \beta) := \begin{cases} 
(1 - \|x\|_2^2)_{+}^{\beta}, & \text{if } \beta \leq 1 \\
2^{1-\beta} - \|x\|_2^\beta, & \text{if } \|x\|_2 \leq \frac{1}{2} \\
(1 - \|x\|_2^2)^{\beta}_{+}, & \text{if } \frac{1}{2} < \|x\|_2.
\end{cases}
\]

with a normalizing constant \(c_{17}(\beta)\) ensuring that \(K\) integrates to one, and \(f_{+} = \max\{f, 0\}\) the positive part for a real-valued function \(f\). The dependence on \(\beta\) is omitted when there is no ambiguity. If \(B_\varepsilon(x_0) := \{x \in \mathbb{R}^d : \|x - x_0\|_2 \leq \varepsilon\}\) denotes the closed Euclidean ball with radius \(\varepsilon\) around \(x_0\), the function \(K\) is supported on \(B_{1}(0)\), integrates to one and has Hölder regularity \((\beta, L)\) for a constant \(L = L(\beta)\). Recall that \(K(h; x, \beta) := h^\beta K(x/h; \beta)\) has the same Hölder regularity as \(K\), but does not necessarily integrate to one, whereas \(K_h(x; \beta) := h^{-d}K(x/h; \beta)\) is the rescaled kernel having the same Hölder parameter \(\beta\) but not necessarily the same parameter \(L\) and is still integrating to one. With the choice

\[
g = g_{\beta, L, d} := 1 \vee \left(\frac{L}{\tilde{L}}\right)^{\frac{\beta}{\beta + d}}, \quad i = 1, \ldots, d
\]

the function \(K_g(x; \beta)\) is supported on \(B_g(0)\) and is contained in \(\mathcal{P}_d(\beta, L)\).

In case of anisotropic smoothness we frequently use the product kernel \(K = \prod_{i=1}^d K_i\) with factors \(K_i = K_{g_{\beta_i, L, 1}}\).
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